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Abstract 

This paper presents the re-implementation of a well-established compaction and shear 
strength model, originally available in AUTODYN and widely cited in the literature, into 
OpenRadioss, an open-source explicit solver for broad range of applications, including 
shock and impact simulations. The objective is to enhance ground shock predictions by 
accurately capturing the compaction behavior and shear strength of dry sand. The study 
focuses on Sjöbo sand, a well-characterized quartz sand, with mechanical properties 
determined through triaxial compression tests under isotropic consolidation. A porous 
equation of state (EOS) was developed based on volumetric compression data, while 
shear wave and longitudinal wave velocity measurements provided estimates of bulk 
sound speed and shear modulus over a range of pressures. The in situ dry density of the 
sand was approximately 1574 kg/m³, with an average water content of 6.57%. The re-
implementation ensures consistency with previous AUTODYN models while leveraging 
OpenRadioss’ open-source capabilities for broader accessibility and further development. 
An improved approach for interpolating the unloading behavior from compaction curves 
was incorporated, ensuring accurate energy dissipation in high-pressure release 
scenarios. The implementation is validated through single-element tests and particle 
velocity impact simulations, providing a benchmark for further studies on granular 
materials under dynamic loading. As a successor to previous research efforts, this work 
aims to support the OpenRadioss community by providing a validated dry sand material 
model, enhancing the simulation of granular materials and facilitating further development 
in open-source computational mechanics. 
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1 INTRODUCTION 

Accurate prediction of ground shock wave propagation and attenuation is critical in many 
engineering applications, including the design of protective structures, assessment of 
conventional weapon effects, and evaluation of buried explosions. The mechanical properties 
of granular materials, such as sand, strongly influence shock behavior. In 2001, Laine and 
Sandvik introduced the Sjöbo sand model [1], which provided an experimentally validated 
framework for characterizing sand behavior under dynamic loading. Its subsequent 
implementation in AUTODYN became a widely adopted approach in the field. 

Since its initial publication of the material properties for dry sand [1], the Sjöbo sand model 
continues to be referenced, in recent studies (2023–2025), for example in [2] applied FEM 
tools to implement dynamic replacement of soft soils, while in [3] evaluated damage in 
fiberboard boxes during vertical impact tests. In [4] developed a state equation model 
incorporating pressure wave propagation speed during high-speed projectile impacts in sand, 
and [5] validated numerical models of explosive ground shock propagation in dry sand with 
digital image correlation. Further studies by [6]-[12] have extended the model’s applicability 
and enriched our understanding of granular material behavior under dynamic loading 
conditions. 

This paper presents the re-implementation of the Sjöbo sand model within OpenRadioss, an 
open-source explicit solver for shock and impact simulations [18]. By transitioning this well-
established model to an open-source platform, we aim to provide a robust and accessible tool 
for the shock and blast community. The current study focuses on validating the re-
implementation through single-element tests and particle velocity impact experiments, 
ensuring that the model accurately captures the compaction behavior and shear strength of 
dry sand.  

The paper is organized as follows: Section 2 reviews the original mechanical properties 
derived for dry sand (2001) [1]. Section 3 discusses the re-implementation of the compaction 
EOS for the dry sand model within OpenRadioss and explains how the compaction EOS and 
unloading phase can be modified to reduce energy dissipation. Section 4 describes the re-
implementation of the shear strength model. Section 5 presents simple validation tests using 
single 3D solid element simulations. Section 6 discusses the challenges of modeling ground 
shock in both near-field and far-field conditions. Finally, Section 7 provides conclusions and 
outlines future research directions for improving ground shock predictions using the Sjöbo 
sand model. 

2 ORIGINAL MECHANICAL PROPERTIES DERIVED FOR DRY SAND (2001) 

2.1 Original tri-axial tests 

The Norwegian Geotechnical Institute (NGI) have both characterized the soil and 
performed triaxial tests on the sand from Sjöbo, Sweden [14]. Different isotropic and 
deviatoric stress loading conditions were conducted, during the different tri -axial stress 
states longitudinal- and shear waves were measured in the sand with piezoelectric 
sensors, which characterized the bulk sound speed for different densities. 

2.2 Characterization of soil 

The grain size distribution in the sand was medium to coarse, with grain size number 
C60/C10 approximately equal to 2. The content of organic compounds was less than one 
percent. The in situ dry density was approximately 1574 [kg/m3]; the average water content 
was approximately 6.57 percent. Finally, the average specific weight of the grains was 
2641 [kg/m3] [13]. It is important to note that the material model data is valid for dry sand 
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conditions, with the in situ dry density and average water content expressed in this section. 

2.3 Original Mechanical Properties derived in 2001 paper 

Following mechanical properties were derived from the NGI experiments in the original 
paper, see Fig. 1. Top left subplot shows compaction Equation of State (EOS), with linear 

unloading bulk modulus, which is calculated by the bulk sound speed 𝑐𝑖, 𝐾𝑢 = 𝜌𝑖 ⋅ 𝑐𝑖
2,  see

top right plot in Fig. 1. Bottom left plot in Fig 1. shows the shear strength model as a 
function of pressure, which uses the shear modulus defined in bottom right corner in Fig 
1.  

Figure 1. Original Mechanical Properties derived for Dry Sand from Sjöbo Sweden [1]. 
Yield surface is defined as f2(P). 

3 RE-IMPLEMENTATION OF COMPACTION EOS 

3.1 Compaction EOS with density dependent unloading bulk modulus 

The plastic compaction curve is given as a 10 point piecewise linear curve, namely pressure 
as function of density 𝑃𝑖(𝜌𝑖), where the points below 60 MPa pressure was derived from the 
tri-axial tests [13]. The plastic compaction curve for pressures above 60 [MPa] was predicted 
by using a polynomial best fit of fifth order, see Fig 1 top left plot. The Theoretical Maximum 
Density (TMD) was set equal to the average specific weight of the grains in the sand, 𝜌𝑇𝑀𝐷 =
2641 [kg/m3]. The solid "asymptotic TMD line" to this curve is linear: 

𝑃(𝜌 = 𝜌𝑇𝑀𝐷) = 0 (1) 

𝑃 = 𝑐𝑠
2𝜌𝑇𝑀𝐷 ⋅ μ with  𝜇 = 𝜌 𝜌

0
− 1 ⁄  and    𝜌 ≥ 𝜌𝑇𝑀𝐷 (2) 
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where 𝜌𝑇𝑀𝐷 is the TMD density where no porosity is left, and 𝑐𝑠 is the bulk sound speed of 
fully compacted solid material. The mineral content in the sand is similar what would be found 
in granite, thus the bulk sound speed of fully compacted material was derived from Shock 
Hugoniot Data for Westerly Granite [16]. The 𝑐𝑠 = 4636  [m/s] value was given by the two 

states (𝜌0 = 2627  [kg/m3], 𝑃0 = 0) and (𝜌1 = 3530 [kg/m3], 𝑃0 = 19.394  [GPa]). 
 
 
 
In the original model, the elastic unloading wave velocity 𝑐𝑖 was based upon Pressure(P)-
wave 𝑣𝑝 and Shear(S)-wave 𝑣𝑠 velocity measurements [1] and [13]. The bulk sound speed 

can be calculated by 
 

𝑐 = √(𝑣𝑝
2 −

4

3
𝑣𝑠

2)         (3) 

 
 
In Fig. 6 the measured P-wave and S-wave velocities for the dry sand are shown together with 
the calculated bulk sound speed 𝑐𝑖.  

 

Figure 2.  Measured pressure and shear wave velocities as a function of pressure for dry 
sand (Sjöbo). The blue line corresponds to calculated bulk sound speed 𝑐𝑖, from 
[1] and [13]. 

 
The longitudinal and shear wave velocities above the density 2150 [kg/m3] were predicted by 
using linear approximation. The elastic unloading/re-loading compaction curve is given by the 

density dependent unloading bulk modulus 𝐾𝑢 = 𝑐𝑖
2(𝜌𝑖) ⋅ 𝜌𝑖. In the material input the bulk 

sound speed is given as function of density as piecewise linear 10 points, 𝑐𝑖(𝜌𝑖), see Fig 
1 top right plot. 
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A new feature has been introduced in the compaction EOS, allowing for different reloading 
response when the sand material expands back to its original volume. The model provides 
two reloading options: (0) the material follows the zero-pressure line until it reaches the 
most recent elastic unloading slope used, or (1) plastic compaction pressure reoccurs, 
treating the expanded material as virgin sand. This functionality is controlled by the Plastic 
Compaction Re-loading ON (PLACOREON) option in the input file, where PLACOREON 
= 0 disables plastic reloading and PLACOREON = 1 enables it.  

3.2 Energy dissipation during shock propagation in dry sand during unloading 

One of the most important effects when studying buried detonation of explosives and the  
ground shock propagation in far-field, i.e. scaled distances higher than D > 1 [m/kg1/3] for TNT, 
is the fact that soils such as dry sand is compacted by the shock wave propagated in the 
surrounding media. If the compaction effect is too large during the unloading phase, the shock 
wave energy from the explosive is dissipated too fast which give a false low loading on buried 
structures. Therefore it is proposed that the unloading phase in EOS is given more modelling 
focus and that the unloading bulk sound speed is made not only density dependent 𝑐𝑖(𝜌𝑖) as 
top right plot in Fig. 1, but also make the bulk sound speed unloading pressure dependent, 
𝑐𝑖(𝜌𝑖,𝑃𝑢). This is in fact supported by just studying the mechanical isotropic loading and 

unloading during the tri-axial isotropic pressure loading and unloading conducted by NGI, 
see Fig. 3. For example, if the unloading curves from pressure 15 MPa, is followed towards 
pressures close to zero pressure, it is evident that the unloading bulk modulus is not only 
dependent on density but also the unloading pressure.  

 

Figure 3.  Pressure as a function of vertical and  horizontal engineering strain, [14]. 

In year 2012, authors showed a proposal of how the EOS unloading phase could be modified 
and include the behavior seen in Fig. 3 for low unloading pressures and conducted 
implementation into user subroutine in AUTODYN [14], more details can be found in [15] which 
also includes an appendix with code. 
 
The implemented compaction EOS in OpenRadioss is aimed to have two versions of 
unloading, the original version 2001, which matches with the Autodyn implementation, see 
section 2.3 which is in default given with derived mechanical properties of the dry sand, see 
Fig 1. The second unloading is the improved version from year 2012 with density and pressure 
dependent unloading bulk sound speed 𝑐𝑖(𝜌𝑖,𝑃𝑢), see [14],[15]. 
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3.3 Compaction EOS with density and pressure dependent unloading bulk modulus  

As originally proposed in [14], the main input to the modified EOS uses three piece wise linear 
curves. The first one is the plastic compaction curve 𝑃𝑐(𝜌), see Fig. 5. The second piecewise 
linear input is the initial wave velocity 𝑐𝑏(𝜆), where 𝜆 = 𝜌(𝑃 = 0). The third piece wise linear 
input is how curved the unloading is along the density axis when the pressure is equal to zero 
𝛾(𝜆), here named curve factor.  

 
The unloading is described with following two equations 

 

 𝑐𝑏(𝜆)2 =
𝑃𝑐(𝜆+𝜌𝐿(𝜆))

𝜌𝐿(𝜆)
         (4) 

 

and 

𝑃UL(𝜌) =
𝑃c(𝜆+𝜌L(𝜆))

e𝛾(𝜆)−1
(e

𝛾(𝜆)

𝜌L(𝜆)
(𝜌−𝜆)

− 1)       (5) 

 
where 𝜆 is the density in the 𝜌 − 𝑃 space along the 𝑃 = 0 line,  𝜌𝐿(𝜆) is in 𝜌 space and is 
defining the horizontal distance for an unloading or re-loading curve, according to Fig. 4. The 
equations (4) and (5) describes the relationship between the 𝜌 space and the wave velocity 
𝑐𝑏. Some of the main properties for the 𝑃𝑈𝐿(𝜌) equation (5) is that when the density is on its 
initial or final values it becomes 

 
𝑃UL(𝜌 = 𝜆) = 0         (6) 
 

and  

 

𝑃UL(𝜌 = 𝜆 + 𝜌L(𝜆)) = 𝑃𝑐.        (7) 

 

 

Figure 4.  Shows the plastic compaction curve 𝑃𝑐(𝜌), Theoretical Maximum Density (TMD) 
line, the intersection of arbitrary unloading curve with the 𝑃 = 0 line 𝜆, and the 
density span of unloading curve 𝜌𝐿(𝜆). 

 
Fig. 4. Shows the plastic compaction curve 𝑃𝑐(𝜌), Theoretical Maximum Density (TMD) line, 
the intersection of arbitrary unloading curve with the 𝑃 = 0 line 𝜆, and the density span of 
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unloading curve 𝜌𝐿(𝜆). 

 
Another main property is how the curving of the unloading is treated in between the initial 
and end value. First when the curve factor goes towards zero: 

 

lim
𝛾(𝜆)→0

𝑃𝑈𝐿(𝜌) =
𝑃𝑐(𝜆+𝜌𝐿(𝜆))

𝜌𝐿(𝜆)
(𝜌 − 𝜆) = 𝑐𝑏(𝜆)2(𝜌 − 𝜆)     (8) 

 
This means that the unloading becomes the same as in the original model with density 
dependent elastic unloading. Secondly when the curve factor goes to infinity: 

 

lim
𝛾(𝜆)→∞

𝑃𝑈𝐿(𝜌) = {
0 if 𝜆 ≤ 𝜌 < 𝜆 + 𝜌𝐿(𝜆)

𝑃𝑐(𝜆 + 𝜌𝐿(𝜆)) if 𝜌 = 𝜆 + 𝜌𝐿(𝜆)
     (9) 

 
This will give a flip turned L-shape like unloading curve. This means that equations (4) and (5) 
are relatively simple but powerful relationship formulation which gives the possibility to define 
the unloading for the whole  𝜌 − 𝑃 space by using three independent piece wise linear input 
data curves 𝑃𝑐(𝜌), 𝑐𝑏(𝜆), and 𝛾(𝜆).   
 
To illustrate the relationship and how the curve factor 𝛾(𝜆) influence the unloading, the 

unloading shape is shown for 𝛾(𝜆) = 0, 5, and 100, see Fig. 5. 

 

Figure 5.  Three different unloading curves depending on the setting of the curve factor    
𝜌𝐿(𝜆) = 0, 5, and 100, respectively. 

3.3 Derived input data for Dry Sand for improved modelling of unloading curves   

The derived input data for dry sand is based on fitting the experimental tests from [1] and [13]. 
The first input is the plastic compaction curve 𝑃𝑐(𝜌), which is unchanged input from [1], see 
Fig. 6. The unloading shape derived from experiments are shown for three different pressure 
levels, see Fig. 6. The plastic compaction curve is given until it reaches the theoretical 
maximum density line, see also Fig. 4. 
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Figure 6.  Plastic compaction curve until reaching theoretical maximum density line and 
unloading curves for three different pressure levels. 

 
In the original model, the elastic unloading wave velocity 𝑐𝑏(𝜆) was based upon wave speed 
measurements [1] and [13]. In Fig. 3 the measured pressure wave and shear wave for the dry 
sand is shown. From the measurements the calculated 𝑐𝑏(𝜆) is also shown in Fig. 3. The input 
data of 𝑐𝑏(𝜆) was modified and instead of using the measured waves the slope of the 
mechanical unloading curves was used to calculate the initial unloading wave, see Fig. 3. 

 
In Fig. 7 the initial unloading wave 𝑐𝑏(𝜆) is shown for the original model and the modified input. 
It can be seen that the black curve for the modified input is quite lower for the most part 
compared with the original model input [1]. 

 

Figure 7.  Initial unloading wave velocity 𝑐𝑏(𝜆) as a function of density 𝜆 (along 𝑃 = 0 line).  

 
The third input is the curve factor 𝛾(𝜆) which defines the shape of the unloading curve. In Fig. 
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8 the curve factor is given for the modified input and it starts with about 5 to 6 and then decay 
down to 0 when the theoretical maximum density line is reached. The curve factor has been 
determined by fitting the experimental results to the model. At the theoretical maximum density 
line the unloading curve is linear with constant maximum unloading wave velocity.  

 

Figure 8.  Curve factor 𝛾(𝜆) as a function of density 𝜆 (along 𝑃 = 0 line).  

The unloading curves represent an overall fit with several isotropic compression 
measurements performed on the dry sand [13]. The input data shown here is just one example 
of how the EOS model can be used. The implemented EOS model is a powerful way of 
numerically describe the loading and unloading for numerous soils with different properties of 
initial density, moisture content, and granularity. 

4 RE-IMPLEMENTATION OF SHEAR STRENGTH MODEL  

4.1 Density dependent shear modulus 
By use of the measured values of the shear wave velocities 𝑣𝑠, see Fig 2, the shear modulus 
was calculated from 
 

𝐺𝑖 = 𝑣𝑠
2𝜌𝑖                (10) 

 
Input data for the density dependent shear modulus, G(ρ), is shown in Fig. 1 bottom right plot. 
The shear modulus curve is given as 10 point piecewise linear curve, namely shear modulus 
as function of density 𝐺𝑖(𝜌𝑖). 
 
4.2 Pressure dependent yield surface  
The yield surface is defined as pressure dependent and pressure hardening of von Mises 
type function:  
 
𝑌𝑖 = 𝑓2(𝑃𝑖)                (11) 
 
The maximum stress difference from the tri-axial shear tests in [13] were utilized for 
determination of the maximum yield surface. For pressures above 102 [MPa], a linear 
approximation was utilized up to a maximum cut off value, which was set equal to the 
unconfined strength for Peaks Pike Granite [17.]. The yield surface is given by piecewise linear 
pairs 𝑌𝑖(𝑃𝑖). The original data for the yield surface is shown in Fig 1 bottom left plot. 
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5 USER SUBROUTINE VALIDATION 

5.1 Single 3D solid element tests 
Single 3D solid element tests were conducted on a 1x1x1 m cube using SI units, with right 
hand side coordinate system. The first test involved an isotropic compression series to validate 
the EOS compaction (see Section 5.1). The nodes were constrained in such a way that, as 
the cube's volume decreased, its shape remained cubic. The second test introduced both 
shear and compression by applying a vertical velocity to two of the top Z-nodes until the 
displacement approached the full height of the cube (see Section 5.2). In this second test, all 
nodes were constrained to prevent horizontal movement, while the other two top Z-nodes 
were also restricted from vertical displacement. In both test cases, a simulation time of 2 
seconds was used. A sandbox containing Python scripts for pre-processing, post-processing, 
and compiling user subroutines can be found in [19]. 

5.2 Repeated isotropic compressive displacement and release 
The isotropic compressive displacement of the outer top Z-node is shown in Fig. 9 (top left). 
This figure illustrates multiple loading and unloading cycles, with the cube expanding beyond 
its original volume at 1.8 s. The top right plot in Fig. 9 depicts the piecewise linear plastic 
compaction of the EOS, with elastic unloading following a density-dependent slope, as 
expected. The internal energy levels in Fig. 9 (bottom left) show spikes corresponding to 
elastic unloading events. Finally, Fig. 9 (bottom right) confirms that no von Mises stresses 
were introduced during the test. 

Figure 9. Tri-axial isotropic compression and expansion of single 3D solid element for material 
model version 2001. 

5.3 Constant vertical compressive velocity of two top Z-nodes 
The compressive displacement of the 3D solid element under a constant vertical velocity 
applied to the top two Z-nodes is shown in Fig. 10 (top left). Throughout the simulation, the 
element undergoes progressive compaction with no unloading phase. The top right plot in Fig. 
10 shows the pressure–density response, following the plastic compaction curve of the 
material model for dry sand. The internal energy (Fig. 10, bottom left) rises steadily as the 
element absorbs energy during compaction. Meanwhile, the von Mises stress plot (Fig. 10, 
bottom right) confirms that the test generates both pressure and deviatoric stresses along the 
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yield surface of the dry sand, as expected under a uniaxial compressive loading condition.

 

Figure 10. Vertical compressive velocity and expansion of single 3D solid element for material 
model version 2001. 

6 DISCUSSIONS 

The experiments in [5] validated numerical modeling of explosive ground shock propagation 
in dry sand with digital image correlation experiments related to Explosions from Buried 
Charges. Experiments were thoroughly set up with proper in-situ density and moisture content 
according to the material properties for dry sand given in [1]. Original dry sand material data 
from [1] was used and a AUTODYN comparable LS-DYNA model with EOS as 
EOS_TABULATED_COMPACTION with the possibility to include density dependent 
unloading bulk modulus 𝐾(𝜌) and shear strength model MAT_PSEUDO_TENSOR were 
parameterized. The scenario is having the full complexity of confined buried structure, where 
the Scaled Stand Off Distance (SSOD) varied from 0.22. 1.09 to 2.17 m/kg1/3 TNT, where at 
least the SSOD< 1 m/kg1/3 results in that the explosive gas expansion and cratering highly 
effects the buried structural response, which was modelled with ALE techniques in [5]. In [5] 
it was concluded that the near field case the original model dry sand model captured the 
midpoint deformation of the buried structure quite well. However, in [5] it was also concluded 
that far-field prediction of structural response needs further work. This aligns with section 3.1 
and that the original model with only density dependent unloading bulk modulus 𝐾(𝜌) has too 
high energy dissipation for accurate far-field prediction of structural response, see further [15].    

In [9] where experimental and numerical characterization of granular material until shock 
loading, the original dry sand model in AUTODYN was evaluated with following conclusion 
“The more sophisticated Model2 (original model) brings in additional physical phenomena 
of material deformation, such as a density-dependent shear modulus and yield stress. 
These dissipation phenomena notably improve the replication of the dynamic stress–strain 
curves”. This strengthen the case that shear modulus 𝐺(𝜌) and bulk modulus 𝐾(𝜌) needs 
to be density dependent which is now also available in OpenRadioss as the 2001 model 
version in AUTODYN.  
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7 CONCLUSIONS AND FUTURE WORK 

7.1 Conclusions 

The original sand model from 2001 with compaction EOS and shear strength model, with 
dry sand input parameters, has been successfully implemented as a user subroutine in 
OpenRadioss. Both the bulk unloading modulus, 𝐾(𝜌), and the shear modulus, 𝐺(𝜌), are 
density-dependent. The default material data found in [1] adequately represents dry sand, 
provided that the in-situ density and moisture content remain consistent between 
experiments and simulations. The original model used 10 point pair data input, which still 
are used for original model data from 2001, however the OpenRadioss allows flexible 
number of inputs when defined as functions. 

In addition, a new feature has been introduced, enabling the dry sand to undergo plastic 
compaction reloading when it expands back to a larger volume during simulation. This 
functionality is controlled by the PLACOREON option within the compaction EOS. This 
means that if the sand returns to its original volume, it will re-compact along the plastic 
compaction curve. This capability is particularly critical for buried structures that must 
withstand multiple loading scenarios, such as repeated buried explosions occurring in 
sequence, accompanied by cratering phenomena near the structure. 

7.2 Future work 

The next step is to implement the 2012 version of the EOS unloading formulation, 
incorporating an unloading bulk modulus, that depends on both density and pressure. This 
modification is crucial for minimizing excessive energy dissipation during ground shock 
propagation in dry sand, particularly for far-field applications (SSOD > 1 m/kg1/3) [15]. 

Additionally, there may be a need to model shear strength using a shear modulus, 𝐺(𝜌, 𝑃), 
that is also dependent on both density and pressure. However, further analysis is required 
to confirm its necessity. This can be achieved through comparisons with elastic 
longitudinal and shear wave measurements, as conducted in the original experiments [13], 
and by evaluating its potential benefits in real shock experiments, such as those reported 
in [9]. 
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Abstract 
In recent decades, the rise of terrorist actions as a new threat has led to the need to 
increase safety levels in urban environments. These environments represent a complex 
scenario for the expansion of the blast wave, which entails an added difficulty when 
carrying out survivability analyses. Therefore, further research is necessary to better 
understand the risks of casualties from blast overpressure, particularly from improvised 
explosive devices (IEDs) and person-borne explosive devices (PBIEDs) detonated inside 
buildings. To develop a quick blast wave injury risk assessment, numerical simulation 
appears as a common tool. However, the complexity of the problem means that the level 
of uncertainty is usually quite high. For this reason, validation of the numerical results by 
means of experimental tests is of vital importance, but the number of full-scale experiments 
is very limited. In this research, three tests have been carried out with different IED 
configurations simulating a PBIED inside a building using vest bombs. The building 
consisted of a small concrete structure of 6.80 x 5.80 m with a corridor and an inner room. 
This work focuses on the injury risk assessment inside the building. For this purpose, the 
Viper Blast CFD solver is employed to accurately model the blast wave propagation and 
its interaction with the building's facade and structural elements. The assessment is made 
using Axelsson SP model by means of ASII (Adjusted Severity of Injury Index) together 
with tertiary blast injury due to whole body translation and impact. The combination of 
primary and tertiary blast injury results in an overall risk of fatality. The results are validated 
by comparing the pressure-time histories recorded during the testing with those obtained 
from numerical simulations at the same locations, demonstrating that such numerical tools 
can be used with some degree of confidence to perform predictive injury modelling. 

1 INTRODUCTION 

With the increasing frequency of conflicts shifting to urban areas, terrorist attacks, and 
industrial accidents like the 2020 Beirut blast, explosions are occurring more often in densely 
populated locations. In recent times, the most casualties of terrorism in the West have been 
caused by shooting, vehicle impact or PBIED attacks [1]. Most of the IED attacks over the 
past 15 years involved small bombs of less than 5 kg [2] or a person-borne improvised 
explosive device (PBIED) usually containing less than 10 kg of explosives [3], [4]. In these 
scenarios, structural damage or collapse is not likely to be an issue but human injury still 
persists. These events can cause devastating injuries, particularly from exposure to blast 
wave overpressure. There is a research gap related to primary and tertiary blast injuries, even 
though they are the main source of fatalities. Primary blast injuries are caused by the blast 
pressure wave and generally affect gas-containing organs, usually the eardrums and lungs. 
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The tertiary blast injuries result from strong blast winds and pressure that can accelerate and 
cause whole body translation and impact [5], [6]. Therefore, further research is necessary to 
better understand the risks of casualties from blast overpressure. Development of injury 
criteria has been ongoing for many years, but with the main focus on free field conditions [7]. 
With the rise of terrorist threats, explosions in urban areas have garnered increased attention. 
Blast injuries, resulting from exposure to overpressure caused by blast waves, can be 
estimated using injury criteria [8], [9]. However, many of these criteria are based on idealized 
scenarios that may not accurately represent real-world conditions. Urban environments, with 
their varied geometries and layouts, can significantly affect the impact of explosions and the 
resulting injuries. In such environments, blast wave interactions lead to phenomena like 
reflection, shielding, and channelling. In confined spaces, blast waves can reflect and 
combine, amplifying their effects. Some of these physical mechanisms, such as shielding, can 
offer protection, while others, like blast wave reflections from rigid surfaces, can exacerbate 
the overpressure. At present, it is not well understood how and to what extent the interaction 
between blast and structure influences injury risk, nor the appropriateness of injury criteria 
that assume an idealized loading. It is well known that urban environments can modify blast 
loading. However, the consequences of altering blast loading characteristics for potential blast 
injuries at different locations within the urban environment remain poorly understood. 
Additionally, the ability to model injury risk in urban blast scenarios, particularly the applicability 
of injury criteria based on idealized assumptions, has yet to be thoroughly examined [10]. This 
gap in knowledge is becoming more significant as researchers who model urban blast 
scenarios with high sophistication often overlook the validity and relevance of injury criteria in 
predicting the spatial extent of blast injuries. 
Numerical simulation is commonly used to develop a quick blast wave injury risk assessment. 
There are different tools available on the market that are able to predict blast wave 
propagation and with the introduction of the injury criteria, vulnerability analysis can be carried 
out. However, when working in urban or complex scenarios, the lack of experimental data and 
the dispersion of existing data in the literature make the uncertainty factors introduced in the 
numerical models excessively high. Therefore, the validation of numerical results by means 
of experimental data are essential to reduce these uncertainty factors.  
In this research, the Viper Blast CFD solver is used to simulate the detonation of a PBIED 
inside a building using vest bombs. With the numerical modelling, human injury metrics based 
on primary and tertiary blast injuries are studied and an overall risk of fatality is obtained. The 
validation of the numerical modelling is made by comparison of experimental data obtained in 
three full-scale tests. These trials were conducted inside a concrete structure using pressure 
sensors to record pressure-time histories.     
 

2 EXPERIMENTAL TESTS 

Experimental tests, using different types of explosives were conducted at full-scale. 
However, this research focuses on the first three tests performed as the recorded pressure 
data inside the room are used to validate the numerical simulations. The first detonation 
consisted of a test run to check that all the installed instrumentation was working perfectly. 
For this purpose, a 0.1 kg charge of PG2 (explosive equivalent in composition to C4) was 
placed on the floor in the centre of the room. The next two tests were conducted using 
black powder with a composition of potassium nitrate (75%), sulphur (10%) and carbon 
(15%). In these cases, the black powder was confined inside four steel tubes that were 
mounted on a vest and detonated on a dummy simulating a person wearing a suicide vest. 
The black powder was boosted by means of 0.7 m of 15 g/m detonating cord (PETN) inside 
each steel tube. The main characteristics of the PBIEDs used are summarized in Table 1. 
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Test 
Explosive 

type 
Charge  

(kg) 
PETN 

(g) Confinement 

0 PG2 0.1  - 

1 Black Powder 3.37 42 Steel tubes 

2 Black Powder 3.27 42 Steel tubes 

Table 1. Main characteristics of the detonated charges. 

 
For the experimental trials, a small concrete building was constructed. The structure was 
made of reinforced concrete and consisted of a perimeter corridor and an inner room in 
which the PBIEDs were detonated. The external dimensions of the structure were 6.80 x 
5.80 m with a clearance height of 3 m. The outer walls were built with a thickness of 0.4 
m while the inner walls were 0.3 m thick, and the roof slab 0.25 m. Figure 1 shows a picture 
of the concrete building and a sketch with the most relevant dimensions of the building.  
More details about the structure and its mechanical properties can be found in Santos et 
al., 2022 [11].   

 

Figure 1. Photo and relevant measurements of the concrete building. 

 
The tests were monitored with pressure gauges and accelerometers. As can be seen in 
Figure 1, pressure sensors P1 and P2 were located inside the inner room, where the 
charges were detonated. These sensors registered the reflected pressure as they were 
located directly on the concrete walls of the room. In addition, a high-speed camera was 
used to record the trials. As an example, an image sequence of one of the black powder 
tests is shown in Figure 2. 
 

 

Figure 2. Image sequence of test T1. 
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3 NUMERICAL MODEL 

The numerical model was built using Viper::Blast. Viper::Blast is a finite volume computational 
fluid dynamics code for the simulation of blast effects. The numerical scheme is based on the 
AUSMDV method, and it has further been extended to allow for the simulation of blast physics 
on GPU’s. This leads to a significant increase in performance and scalability for problem types 
such as those described in this paper, typically by at least a 100 times over other commercially 
available blast solvers. Viper::Blast offers different approaches to solve the problem. The first 
step is to find the most accurate methodology to reproduce the problem that is faced here. 
Since the objective is to validate the software as a numerical tool to make survivability 
analysis, a comparison between different approaches will be made. Regarding the PG2 test, 
it is possible to reproduce the detonation by using the JWL equation of state of C4 as well as 
its equivalence in TNT. However, in case of black powder, this is not possible since black 
powder is not a HE explosive and therefore it cannot be properly described by a JWL equation 
of state. On the other hand, the PG2 test consisted of a small sphere of explosive detonated 
directly on the floor, while in case of black powder suicide vests were used. In these cases, 
approaches involving different shapes of the charge were tested. 
Within the Viper::blast software there are two injury types that are calculated on a cross 
sectional basis. These are lung injury and tertiary injury, by being picked up and thrown by the 
blast. The lung injury model utilises the Axelsson Single Point (SP) method for calculation of 
the compression on the lung whilst the tertiary injury is based upon a median mass and 
presented area for a drag calculation, to derive a velocity of an individual being thrown. Both 
these methods are calculated dynamically on the cell-based values as the simulation evolves 
the Axelsson SP model acting like a SDOF model with a spring mass damper characteristic. 
The advantage of these two models is that instead of the Bowen injury criteria they can both 
deal with the transient and multi reflection environment inherent from an internal blast event. 
The metrics are compared to ASII injury scoring metric and head injury criteria for lung and 
tertiary injury respectively. The Risk criteria in the cross-sectional output is a combination of 
the lung and tertiary injury metrics into a combined risk of injury with an above 50% chance of 
injury being the high value. Figure 3 shows the numerical model created where the location of 
the pressure sensors can be observed. The yellow cross marks the position of the explosive 
charge. 
 

 

Figure 3. Numerical model of the concrete building and pressure sensor’s location. 

 
Since results of numerical modelling are highly dependent on the mesh size, a mesh sensitivity 
test was performed to select the most appropriate cell size. For this purpose, three different 
mesh sizes were tested for the first trial: 50 mm, 25 mm and 12.5 mm. After comparing the 
pressure results with the experimental data, it was concluded that a cell size of 25 mm was 
the most optimal for carrying out the simulations. 
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4 RESULTS AND DISCUSSION 

As mentioned above, different approaches were considered in the tests regarding the type of 
explosive as well as the explosive shape. Therefore, results are presented separately for the 
PG2 and the Black Powder tests. 

4.1 Test T0 

In this test, 0.1 kg of PG2 were detonated directly on the floor of the inner room. The explosive 
shape was spherical, and it was initiated by a detonator inserted in the centre from the top of 
the charge. P1 and P2 were located at 1.51 and 1.55 m of height respectively.  
Six different numerical simulations were conducted for this test. Three simulations were 
performed with 0.1 kg of C4 and the other three simulations with the equivalent charge of TNT, 
which was 0.14 kg of TNT. For each explosive, the approaches consisted of:  

• Modelling from 1D to 3D using an Ideal-Gas (IG) EOS  

• Modelling from 1D to 3D using a JWL+AB (JWL) EOS 

• Modelling from 3D to 3D simulation detonating a sphere with the size of the test charge 
 

To check the accuracy of the simulations, data of reflected pressure are compared with those 
obtained in the experimental trial. Prior to the comparison, experimental signals were filtered 
and adjusted according to the modified Friedlander equation. Therefore, values showed in 
Table 2 correspond to the adjusted reflected pressure. 

 

Pr 
(kPa) 

P1 Dif. 
(%) 

P2 Dif. 
(%) 

Average dif. 
(%) 

Experimental 88.72 
 

129.80 
  

TNT – IG 106.59 20.14 129.68 -0.09 10.12 

C4 – IG 99.47 12.12 120.32 -7.30 9.71 

TNT – JWL 118.52 33.59 143.56 10.60 22.09 

C4 – JWL 98.05 10.52 118.16 -8.97 9.74 

TNT – STL - JWL 125.72 41.70 146.80 13.10 27.40 

C4 – STL - JWL 108.16 21.91 127.73 -1.59 11.75 

Table 2. Reflected pressure data, experimental and simulated. 

 
As can be seen in Table 2, the simulated values are in reasonable agreement with the 
experimental ones, with percentage differences depending on the case ranging from 0 to 40%. 
Comparing by sensor, the P1 sensor offers larger differences in peak pressure compared to 
the experimental one, although these differences are always positive, which means that the 
simulation overestimates the pressure and therefore, it would be on the safe side. To compare 
the data as a whole, an average difference value has been obtained for the data measured 
by both sensors. Looking at the mean differences, it can be seen that systematically the 
simulations performed with C4 obtain better results, around 10% difference with the 
experimental value. 
Besides comparing the peak pressure of the first wave, a comparison of the full recorded 
pressure-time history of the experimental signal with the signal provided by the simulation has 
been carried out. This assessment serves to check that the numerical modelling is able to 
reproduce the shock wave reflections on the different walls. Figure 4 shows the comparison 
between the experimental and simulated signal for the for the simulation performed with C4 
and ideal gases EOS. It can be seen how the simulation is not only able to reproduce the first 
peak of the pressure signal, but for 40 milliseconds, the wave pattern is quite similar. 
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Figure 4. Pressure-time history of experimental and simulated signal. 

 

4.2 Tests T1 and T2 

As mentioned above, tests T1 and T2 were conducted using black powder with the addition 
of detonating cord as a booster to the main charge. The charge was confined inside four steel 
pipes to simulate a suicide vest. Since the vest was mounted on a dummy, the height of the 
charge was 1.1 m above the ground in both tests. For the numerical modelling, the TNT 
equivalent charge of the device was used, being 0.473 kg for test T1 and 0.467 kg for test T2. 
Due to the small difference in equivalent load between the two tests, an average value of 0.47 
kg was adopted for the simulation. For this scenario, four different approaches regarding the 
charge shape were performed: 

• Modelling from 1D to 3D using a sphere 

• Modelling from 2D to 3D using a cylinder 

• Modelling from 3D to 3D detonating four cylinders with the size of the test charge 

• Modelling from 3D to 3D detonating a cuboid with the size of the test charge 
 

For comparison with the experimental results, the mean values of pressure, impulse and time 
of arrival recorded during the tests were used. Table 3 lists the experimental values of both 
tests. 
 

 T1 – P1 T2 – P1 Mean P1 T1 – P2 T2 – P2 Mean P2 

Pr (kPa) 195.38 193.11 194.25 372.27 382.36 377.32 

Ir (kPa.ms) 145.08 161.57 153.33 174.94 142.86 158.90 

ta (ms) 3.048 3.174 3.111 2.158 2.183 2.171 

Table 3. Experimental data of tests T1 and T2. 

 
In contrast to the T0 test, in the black powder tests it can be seen that the experimental 
pressure data recorded by the P2 sensor is approximately twice that recorded by the P1 
sensor, and this is largely due to the shape of the charge. Table 4 shows the numerical results 
obtained by the different approaches performed. 
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 P1 Dif. 
(%) 

P2 Dif. 
(%) 

Average dif. 
(%) 

Pr (kPa) 

Experimental 194.25  377.32   

Sphere 287.69 48.10 318.73 -15.53 31.82 

1 Cylinder 338.15 74.09 377.84 0.14 37.11 

4 Cylinders 204.44 5.25 562.74 49.14 27.19 

Cuboid 200.88 3.42 542.40 43.75 23.59 

Ir (kPa.ms) 

Experimental 153.33  158.90   

Sphere 149.30 -2.62 136.94 -13.82 8.22 

1 Cylinder 151.18 -1.40 136.45 -14.13 7.76 

4 Cylinders 136.25 -11.14 159.67 0.49 5.81 

Cuboid 137.68 -10.20 157.27 -1.03 5.62 

ta (ms) 

Experimental 3.111  2.171   

Sphere 2.069 -33.49 1.931 -11.03 22.26 

1 Cylinder 1.789 -42.49 1.681 -22.55 32.52 

4 Cylinders 2.373 -23.72 1.437 -33.79 28.76 

Cuboid 2.223 -28.54 1.421 -34.53 31.54 

Table 4. Reflected pressure, impulse and arrival time data, experimental and simulated. 

 
Looking at the pressure data it can be observed that the average differences range between 
23 and 37%. These larger differences than in the T0 test can be attributed to the calculation 
of the TNT equivalence of the device charge, as black powder has a large variability in terms 
of TNT equivalent as well as having to consider factors such as confinement and the use of 
two types of explosives in the device. As the sensors are placed on two perpendicular walls, 
the shape of the load directly affects the results. The more the shape of the charge resembles 
the artefact, the better the results (4 cylinders and cuboid). As for the arrival time, in all cases 
the time is shorter than that recorded experimentally, which can again be attributed to the 
calculation of the TNT equivalence. 
However, looking at the impulse data, it can be said that the simulation is quite accurate with 
a difference of less than 10% in all cases, again with the 4-cylinder and cuboid simulation 
being the best choices. This is very important as risk analysis models are mostly based on 
peak pressure and positive phase duration (i.e. impulse). 
Again, the recorded signal is compared to the simulated one. The comparison is made with 
the simulation using four cylinders. Figure 5 shows the pressure-time history of both signals. 
It can be appreciated that, regardless of the arrival time lag, the wave pattern is similar, and 
as shown in Table 4, the impulses are quite close. 
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Figure 5. Pressure-time history of experimental signal and 4-cylinder simulation. 

 

4.3 Injury models 

Once the pressure data inside the building have been verified, thus validating the numerical 
models, the injury risk assessment is developed in order to evaluate the primary and tertiary 
injuries that would occur inside the building and to calculate the overall risk. For this purpose, 
the numerical models that gave the best results compared to the experimental data were used, 
which are the simulation with C4 and ideal gases EOS for the T0 test and the 4 cylinders for 
the T1-T2 test. In case of the PG2 test (T0), Figure 6 shows the results of lung and tertiary 
injury metrics as well as the overall risk of fatality. The section in the figure corresponds to the 
height of the charge, which was at ground level. 
 

 

Figure 6. Simulation of lung and tertiary injury and the overall risk of fatality for PG2 test. 

 
In this case, and due to the small charge detonated (0.1 kg PG2), the results show a ‘moderate 
to extensive’ probability for the risk of primary injury within the inner room (where the charge 
was detonated) based on the assigned Adjusted Severity of Injury Index (ASII). On the other 
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hand, the risk of primary injury decreases to ‘slight to moderate’ in the corridor and just in front 
of the window of the inner room. In terms of tertiary injury risk, there is a low probability of 
whole-body impact due to the velocities reached inside the building. As for the overall risk of 
fatality, a value of 1.00 means a 50% of risk. Therefore, there is a moderate risk of fatality in 
this scenario. 
Figure 7 shows the simulated human injury metrics for the black powder tests (T1 and T2). In 
this case, the section in the figure is 1.1 m above the ground, which corresponds to the height 
of the charge.  
 

 

Figure 7. Simulation of lung and tertiary injury and the overall risk of fatality for black powder 
tests. 

 
Looking at Figure 7, it can be seen that the risk of primary injury is ‘moderate to extensive’ 
inside the inner room, with above 50% of fatality (3.60 ASII) in the centre and corners of the 
room. As for the tertiary injury risk, it can be considered mostly ‘safe’ (velocities below 3 m/s) 
in most of the building except in the centre of the room. Regarding the overall risk of fatality, 
the worst area would be considered to be within the room. But even if the risk of fatality does 
not reach a value of 50%, due to the type of device used in the trial (a pipe bomb), the greatest 
risk of injury would be from secondary injuries caused by fragmentation of the device. This 
means that the chances of survival inside the room would be very low. 
 

5 CONCLUSIONS 

This research has been conducted to evaluate blast wave injury risk in complex scenarios 
using numerical simulation. For this purpose, the Viper Blast CFD solver is used to simulate 
the detonation of a PBIED inside a building using vest bombs. Pressure-time histories 
recorded in three experimental full-scale tests have been used to validate the numerical 
models created. After the validation, human injury metrics based on primary and tertiary 
blast injuries are studied and an overall risk of fatality is obtained. After examining the results, 
the following conclusions can be drawn:  

• Overall, the generated numerical models show a good correlation with the 
experimental data in all the approaches considered. 

• For the T0 test, numerical modelling was performed considering the detonated C4 
charge and its TNT equivalent. The results showed that C4 is closer to the pressure 
values recorded in the test. 

• For tests T1 and T2, the numerical models were based on the shape of the load. The 
results show that a better approximation of the charge shape gives better results (in 
this case 4 cylinders and cuboid). Furthermore, the differences in the impulse values 
are below 10% with respect to experimental values. 
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• Looking at the pressure-time histories, it can be seen that the simulation is able to 
capture the pressure wave properly as the wave patterns are quite similar in all tests. 

• In terms of injury risk assessment, there is an increased probability of primary injury 
risk in both trials while tertiary injuries are considered moderate. Finally, the combined 
risk of fatality would be moderate except inside the room. 
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Abstract 
Laminated glass is commonly used in structures requiring blast resistance due to its ability 
to dissipate energy and limit fragmentation. This study examines the performance of two 
configurations of multi-layer laminated glass panels subjected to Semtex 1A explosions. 
The panels were designed with a sacrificial ply concept, where one glass layer absorbs 
energy through fracture, while the remaining layers sustain residual loads. Simply 
supported panels were tested to simplify boundary conditions and enable numerical and 
analytical reproduction. The explosive tests measured mid-span deflections, with Semtex 
1A chosen for its low soot generation and mass adaptability. Quasi-static three-point 
bending tests assessed the residual bending strength of blast-damaged panels and 
compared the bending strength under quasi-static and dynamic conditions for undamaged 
panels. The findings enhance understanding of the dynamic response and residual 
strength of laminated glass, contributing to improved designs for blast-resistant structures. 

1 INTRODUCTION 

Glass is extensively used in structural applications due to its aesthetics, sustainability, and 
transparency. Traditionally serving as a decorative or non-load-bearing material, its role has 
expanded in modern architecture to include load-bearing elements [1]. While theoretically 
possessing high tensile strength, its practical performance is dictated by microscopic surface 
flaws introduced during manufacturing and handling, which may evolve over time [2]. These 
flaws exhibit stochastic characteristics, making glass strength variable rather than a constant 
material property [3]. Under stress, cracks propagate subcritically until a critical threshold is 
reached, leading to sudden and unpredictable failure [4]. 

Due to its brittle nature and lack of residual load-bearing capacity [5], traditional float 
glass is unsuitable for applications demanding resilience and safety. Laminated glass offers 
an alternative, combining the advantages of float glass with improved safety. It consists of 
multiple glass layers bonded by a polymer interlayer, typically a highly flexible material capable 
of sustaining high strain without significant residual deformation. The interlayer absorbs 
impact energy and dampens vibrations due to its viscosity [6,7]. While glass layers may 
fracture under extreme loading, the interlayer binds the fragments together, providing post-
break resistance [8]. This feature is particularly crucial in architectural applications for sensitive 
structures like government buildings and embassies, where protection against accidental 
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explosions or deliberate attacks is essential. 
To enhance safety and durability, the standard two-layer laminated glass can be 

extended to a multi-layer configuration and designed according to the sacrificial-glass-ply 
concept [9–13]. This approach allows the outermost ply to fracture upon impact, dissipating 
energy while preserving the remaining layers for structural support. As a result, the sacrificial 
ply is excluded from load-bearing calculations in design [11]. Studies show that even when 
some layers crack, laminated glass can still carry significant loads [8,12,14,15], reducing the 
need for immediate replacement while ensuring continued functionality. Aligning with the 
sacrificial ply concept, this study investigates two types of multi-layer laminated glass samples. 
Alongside the commonly studied three-layer composite [12], this research includes four-layer 
laminated glass specimens. While previous studies have largely examined the behaviour of 
multi-layer laminated glass under quasi-static and low-velocity impact loading [9–15], this work 
explores their response to blast loading. 

Numerous field tests have investigated the effects of blast waves on two-layer 
laminated glass. For example, the far-field blast tests on laminated glass panels embedded in 
a support frame conducted in [16] have been replicated and expanded upon through 
computational and analytical studies, significantly advancing knowledge of laminated glass 
response to blast loads. In detail, Del Linz et al. analysed reaction forces along panel edges 
in [17], calculated pre-crack deflections and stresses in glass panels subjected to blast waves 
in [18], and examined post-crack deformations in [19]. Zhang et al. in [20,21] used the 
experimental data to validate the Johnson-Holmquist material model modified to predict 
laminated glass response to air blast loading. They also highlighted that the boundary 
conditions play a critical role in the behaviour of laminated glass under blast loading. The 
accuracy of window frame modelling can introduce uncertainties, complicating fracture 
simulations. 

To minimize support influences, some researchers have conducted impact tests using 
freely suspended glass specimens. Pyttel et al. tested in [22] laminated glass suspended by 
cables under low-velocity soft-body impact, while Zemanová et al. employed in [7,23] a similar 
method for hard-body pendulum impact. Konrád et al. suspended in [8] rectangular multi-layer 
laminated glass specimens to study their response to 9mm bullet impacts. Kohoutová et al. 
tested in [24] the suspended laminated glass response to the near-field explosion. 

In case of the localised impact or the near-filed explosion the inertia of the specimen 
edges acts as supports, thereby allowing the specimen to bend and fracture under explosive 
load. However, when the explosion occurs far from the target, the blast wave arrives uniformly, 
resulting in evenly distributed pressure loading on the target face. Therefore this study 
proposed alternative test setup with laminated glass specimen freely placed on supports. To 
the best of our knowledge, the experimental study on simply supported glass specimens 
exposed to blast conditions have not been published in scholarly journals. Consequently, this 
paper represents a novel endeavour in this realm. 

2 MATERIALS AND METHODS 

2.1 Laminated Glass Panels 

Consistent with our previous research [23,24], two distinct laminate configurations were 
utilized. The 5-layer laminate (5LG) comprises three glass layers bonded with two polymer 
interlayers, whereas the 7-layer laminate (7LG) consists of four glass plies and three 
interlayers. The 7LG is about 1.5 times more expensive than the 5LG. Detailed information 
regarding the layer arrangements is provided in Figure 1. 

The glass layers were manufactured using standard float soda–lime–silica glass, while 
the polymer interlayers were composed of polyvinyl butyral (PVB), specifically the TROSIFOL 
BG R20 type. Aligning with the sacrificial-glass-ply design concept [9] and the critical role of 
the middle glass layer [12], the external glass layers were intentionally made thinner than the 
inner layers. This configuration supports the post-fracture performance of the laminated 
samples by protecting the thicker inner glass layers with a polymer interlayer and an additional 
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outer glass layer [23]. Consequently, the inner glass surfaces are less likely to incur micro-
defects during transportation and handling before impact testing, which is expected to result 
in higher tensile strength compared to the outer surfaces [25]. 

Furthermore, using thinner outer glass plies minimizes the likelihood of extensive 
interlayer debonding [26], which can be undesirable. As in our prior research [8], the laminated 
glass panels selected for the experimental campaign had nominal dimensions of 1100 mm × 
360 mm. 

 

Figure 1. Glass and polymer interlayer configurations. Nominal thicknesses. 

2.2 Experimental Analysis 

This chapter outlines the procedures employed to evaluate the performance of laminated 
glass panels under both quasi-static and dynamic loading conditions. The quasi-static tests 
involved three-point bending experiments on undamaged and blast-damaged specimens to 
assess their residual bending strength, using displacement-controlled loading and precise 
measurement instrumentation. The blast tests examined the dynamic response of the panels 
using Semtex 1A plastic explosive, with varying charge weights and standoff distances, to 
determine the thresholds of damage. Key experimental details, including support setups, 
instrumentation, and loading configurations, are described to provide a comprehensive 
understanding of the methodologies employed. 

2.2.1 Quasi-Static Tests 

Quasi-static three-point bending experiments were conducted on an undamaged 5LG1 
specimen and a 7LG1 specimen in which the bottom layer was cracked during the blast tests. 
Steel half-cylinders were used as supports and load-distributing elements, with a span of 
1000 mm between the supports. The experimental setup, as illustrated in Figure 2, included 
linear variable differential transformer (LVDT) displacement sensors and strain gauges, which 
were carefully adhered to the specimens for precise measurements. The test was 
displacement-controlled, with a loading rate of 1 mm/min. 

 

Figure 2. Setup of the three-point bending experiment. 
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2.2.2 Blast Tests 

The blast test setup, as illustrated in Figure 3, featured two steel support structures spaced 
1000 mm apart, with the tested sample positioned horizontally on top. An accelerometer (PCB 
Model 350B04) with a maximum capacity of 50,000 m/s² was affixed to the centre of the 
bottom layer to capture dynamic response data. 

Data acquisition was performed using a portable PC oscilloscope (OWON Technology 
Model VDS6074A). A metal detonator loaded with Semtex 1A plastic explosive was 
suspended above the centre of the panel. For specimens 5LG3, 7LG3, and 5LG2, a constant 
charge weight of 100 g was used, with an initial standoff distance of 100 cm. This distance 
was reduced in 10 cm increments for subsequent tests until the specimen sustained damage. 

For specimens 7LG1 and 7LG2, the standoff distance was maintained at 50 cm, while 
the charge weight was gradually increased from an initial 100 g until the specimen was 
damaged. Additionally, rubber pads were placed between the supports and the 7LG2 
specimen to mitigate localized stress concentrations. 

 

Figure 3. Setup of the blast test. 

2.3 Computational Analysis 

Building upon the experimental investigations, this chapter presents the analytical and 
numerical approaches used to evaluate the structural response of laminated glass. The quasi-
static response was assessed using the Enhanced Effective Thickness (EET) method, which 
provides an efficient means of estimating displacement and strain under bending loads. For 
blast response, high-fidelity numerical simulations were conducted in LS-DYNA to capture the 
complex, dynamic behaviour of the material under extreme loading. These methods 
complement the experimental findings, offering additional insight into the performance of 
laminated glass under different conditions. 

2.3.1 Quasi-Static Response 

The Enhanced Effective Thickness (EET) analytical method was utilized to determine 
displacement and strain values. This approach, detailed in [27], has been applied to evaluate 
the deflection of multi-layer laminated glass under quasi-static bending, as demonstrated in 
[8]. The authors of [27] concluded that the EET method yields more precise results than other 
simplified analytical techniques. It was selected for this study due to its practicality in laminated 
glass design—offering a straightforward implementation while still providing a relatively 
accurate prediction of the structural response. 

The deflection effective thickness for the displacement calculations can be determined 
using the following equation: 
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where ℎ𝑖 is the thickness of the ith glass layer and 𝑑𝑖 is the distance of its centre to the centre 
of the whole composition. The reducing coefficient 𝜂 can be determined using the following 
equation: 
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where 𝐸 is the modulus of elasticity of glass, 𝐺 is the shear modulus of the interlayer (taken 
from [8]), 𝑤 is the width of the specimen, 𝐼𝑡𝑜𝑡 is the moment of inertia as if the specimen was 

monolithic, 𝐼𝑖 is the moment of inertia of the ith glass layer, 𝐴𝑖 is the cross-sectional area of 
the ith glass layer, 𝐻𝑗 is the distance between centres of glass layers adjacent to the jth 

interlayer, and 𝑡𝑗 is the thickness of the jth interlayer. The coefficient 𝜓 can be calculated 

using the following equation [27]: 

 𝜓 =
10

𝑙2
 (3) 

where 𝑙 is the span of the panel. 
Using the aforementioned parameters, the stress effective thickness for the stress and 

strain calculations can be determined as follows: 
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where ℎ𝜎 is the thickness of the glass layer where the extreme stress is evaluated and 𝑑𝜎 is 
the distance of its centre to the centre of the whole composition. 

2.3.2 Blast Response 

This research examines the behaviour of laminated glass under blast loading using numerical 
simulations conducted in LS-DYNA (version R13.1.1). LS-DYNA is a general-purpose finite 
element analysis software widely recognized for its ability to model intricate real-world 
scenarios, especially nonlinear dynamic events. The solver employs explicit time integration 
techniques, making it particularly effective for blast loading. 

To improve computational efficiency and streamline the model, only one-quarter of the 
laminated glass plate was meshed, taking advantage of symmetry within the problem. This 
strategy helped reduce computational costs and simplify the model structure. Contact 
surfaces between adjacent layers were defined using shared nodes, minimizing the number 
of unknowns and eliminating the need for explicit contact condition definitions. The support 
structure was represented as a half-cylinder, with displacement and rotation constraints 
imposed on the bottom nodes. A mesh with 10 mm element side lengths was used, which was 
confirmed as sufficient for obtaining reliable results through a mesh sensitivity study and in 
accordance with established best practices. 

Both the support and individual layers were discretized using a default element type—
constant stress solid elements. Standard settings were applied for hourglass control, including 
a viscous formulation with Flanagan-Belytschko integration and a coefficient of 0.1. Additional 
simulations were carried out using fully integrated brick elements, which produced comparable 
results but significantly increased computational time. 

The simulation assumed an elastic material model for both the glass and the steel 
support, with no consideration of material damage. To accurately capture the time- and 
temperature-dependent behaviour of the polymer interlayer, a viscoelastic generalized 
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Maxwell model incorporating Williams-Landel-Ferry shift parameters was used. The 
parameters for these material models were sourced from a previous study [23]. 

To simulate the effects of the explosion, a multi-material arbitrary Lagrangian-Eulerian 
(MMALE) approach was utilized. The ALE method integrates Lagrangian and Eulerian 
computation techniques by dividing the simulation cycle into a Lagrangian phase and a 
possible advection phase. Depending on the formulation, the mesh can either remain 
unchanged (pure Lagrangian), return to its original shape (pure Eulerian), or adjust to a more 
suitable configuration. In this case, the MMALE formulation was used, allowing materials to 
flow through a fixed mesh, with each element potentially containing multiple ALE materials.  

The surrounding air and the explosive material (Semtex 1A) were modelled as 
described in [28] and [29], respectively. The input parameters of Semtex 1A were further 
refined based on the information provided by the manufacturer. Interaction between the air 
and the laminated glass panel was handled through a penalty-based method, which preserves 
the total energy of the system and applies explicit nodal forces by tracking the relative motion 
of each point. If a fluid particle intrudes into a Lagrangian element, a penalty force proportional 
to the penetration depth is applied to both the fluid and the Lagrangian node to prevent further 
penetration 

3 RESULTS AND DISCUSSION 

Figure 4 presents the displacements of the 7LG sample under the impact of a 100 g Semtex 
1A explosion at a distance of 40 cm, as determined through experimental and numerical 
methods. The results exhibit good agreement across both approaches, effectively validating 
one another. 

 

Figure 4. The time evolution of the displacement of the 7LG sample when subjected to the 
explosion of 100 g of Semtex 1A from a distance of 40 cm. 

Figure 5 shows that the maximum central displacements of the laminated glass panels 
increase as the distance of the explosive from the panel decreases. As expected, the 
displacements of the thicker, and therefore stiffer, seven-layer composition were consistently 
lower than those of the five-layer composition. The measured maximum central displacements 
of the 5LG samples were approximately twice those of the 7LG samples. 

The 5LG2 and 5LG3 samples failed when the explosion distance of 100 g of Semtex 
1A was reduced to 50 cm and 40 cm, respectively. The 7LG3 sample sustained damage when 
the distance was further reduced to 30 cm. At a 50 cm distance with 100 g of Semtex 1A, all 
glass layers in the 5LG2 sample cracked, whereas the glass layers in all 7LG samples 
remained intact. The bottom layer of the 7LG1 sample cracked only when the explosive weight 
was increased to 200 g, while all glass layers of the 7LG2 sample were damaged when the 
explosive weight was raised to 275 g. 
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Figure 5. Dependence of the maximum displacement of the laminated glass panel on its 
distance from a 100 g of Semtex 1A explosive. 

In some cases, cracks formed near the supports when subjected to explosions with 
lower explosive masses, see Figure 6. As the explosive mass increased, these cracks 
continued to widen. However, they never extended towards the centre of the panel and 
therefore did not affect its overall resistance. By placing rubber pads between the laminated 
glass panel and the steel supports, cracks near the supports could be prevented. However, 
this modification led to an approximately 15% increase in the maximum central displacement, 
see Figure 7. 

 

Figure 6. Cracks in the vicinity of the steel supports. 

 

Figure 7. The influence of the rubber pads placed between the steel supports and the 7LG 
sample on the time evolution of the sample displacement when subjected to the explosion of 
100 g of Semtex 1A from a distance of 50 cm. 
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Figure 8 presents the force-displacement curves recorded during the quasi-static 
bending tests. It can be observed that the 7LG sample, despite having its bottom glass layer 
cracked by the explosion, still exhibits nearly twice the bending strength of the undamaged 
5LG sample. 

 

Figure 8. The force-displacement curves of the 5LG sample with no pre-test damage and the 
7LG sample with the bottom glass layer cracked by explosion. 

The hand calculations predicted a greater displacement at the maximum bending 
strength, estimating 13.02 mm compared to the measured 10.53 mm. The calculated 
microstrain at a quarter of the span was 239, which was slightly higher than the measured 
value of 220. Future studies will focus on refining the methods to minimize these 
discrepancies. 

4 CONCLUSION 

This study examined the performance of two configurations of simply supported multi-layer 
laminated glass panels subjected to Semtex 1A explosions. The following conclusions emerge 
from this study: 

• The blast results exhibit good agreement across experimental and numerical methods, 
effectively validating one another. 

• The seven-layer laminated glass showed lower displacements and higher blast 
resistance compared to the five-layer composition. The displacements were 
approximately half and the panel was able to withstand an explosion of more than 
twice the weight of the charge. 

• The seven-layer laminated glass, despite having its bottom glass layer cracked by the 
explosion, still exhibited nearly twice the bending strength of the undamaged five-layer 
sample. 

• By inserting rubber pads between the laminated glass panel and the steel supports, 
cracks in the vicinity of the support could be prevented, but the maximum central 
displacement increased by approximately 15%. 

• The hand calculations predicted a slightly greater displacement at the maximum 
bending strength and a slightly higher microstrain at a quarter of the span compared 
to the measured values. 

ACKNOWLEDGEMENTS 

The publication was supported by the Czech Science Foundation grant No. 25-16071S. 

REFERENCES 

[1] K. Osnes, O.S. Hopperstad, T. Børvik, Rate dependent fracture of monolithic and 
laminated glass: Experiments and simulations, Eng Struct 212 (2020) 110516. 

31



 

https://doi.org/10.1016/j.engstruct.2020.110516. 
[2] M. Overend, K. Zammit, A computer algorithm for determining the tensile strength of 

float glass, Eng Struct 45 (2012) 68–77. 
https://doi.org/10.1016/j.engstruct.2012.05.039. 

[3] M.J. Meyland, J.H. Nielsen, C. Kocer, Tensile behaviour of soda-lime-silica glass 
and the significance of load duration – A literature review, Journal of Building 
Engineering 44 (2021) 102966. https://doi.org/10.1016/j.jobe.2021.102966. 

[4] J.P. Guin, S.M. Wiederhorn, Crack growth threshold in soda lime silicate glass: role 
of hold-time, J Non Cryst Solids 316 (2003) 12–20. https://doi.org/10.1016/S0022-
3093(02)01932-4. 

[5] A. Pauli, G. Siebert, Simplified approach for modeling standard PVB at large 
deformations and long-term loading, Glass Structures & Engineering 9 (n.d.). 
https://doi.org/10.1007/s40940-023-00236-x. 

[6] P. Hála, A. Zemanová, T. Plachý, P. Konrád, R. Sovják, Experimental modal 
analysis of glass and laminated glass large panels with EVA or PVB interlayer at 
room temperature, Mater Today Proc 62 (2022) 2421–2428. 
https://doi.org/10.1016/j.matpr.2022.02.578. 

[7] A. Zemanová, P. Hála, P. Konrád, T. Janda, R. Hlůžek, The influence of interlayer 
properties on the response of laminated glass to low-velocity hard-object impact, Int 
J Impact Eng 159 (2022) 104036. https://doi.org/10.1016/j.ijimpeng.2021.104036. 

[8] P. Konrád, P. Hála, J. Schmidt, A. Zemanová, Laminated Glass Plates Subjected to 
High-Velocity Projectile Impact and Their Residual Post-Impact Performance, 
Materials 15 (2022) 8342. https://doi.org/10.3390/ma15238342. 

[9] D.N. Kaiser, A.R. Behr, E.J. Minor, R.L. Dharani, F. Ji, A.P. Kremer, Impact 
Resistance of Laminated Glass Using “Sacrificial Ply” Design Concept, Journal of 
Architectural Engineering 6 (2000) 24–34. https://doi.org/10.1061/(ASCE)1076-
0431(2000)6:1(24). 

[10] J.T. Saxe, A.R. Behr, E.J. Minor, A.P. Kremer, R.L. Dharani, Effects of Missile Size 
and Glass Type on Impact Resistance of “Sacrificial Ply” Laminated Glass, Journal 
of Architectural Engineering 8 (2002) 24–39. https://doi.org/10.1061/(ASCE)1076-
0431(2002)8:1(24). 

[11] P. Foraboschi, Hybrid laminated-glass plate: Design and assessment, Compos 
Struct 106 (2013) 250–263. https://doi.org/10.1016/j.compstruct.2013.05.041. 

[12] X. er Wang, J. Yang, W.T.A. Chong, P. Qiao, S. Peng, X. Huang, Post-fracture 
performance of laminated glass panels under consecutive hard body impacts, 
Compos Struct 254 (2020) 112777. 
https://doi.org/10.1016/j.compstruct.2020.112777. 

[13] X. er Wang, Y. Meng, J. Yang, X. Huang, F. Wang, H. Xu, Optimal kernel extreme 
learning machine model for predicting the fracture state and impact response of 
laminated glass panels, Thin-Walled Structures 162 (2021) 107541. 
https://doi.org/10.1016/j.tws.2021.107541. 

[14] X. er Wang, J. Yang, Q. Liu, C. Zhao, Experimental investigations into SGP 
laminated glass under low velocity impact, Int J Impact Eng 122 (2018) 91–108. 
https://doi.org/10.1016/J.IJIMPENG.2018.06.010. 

[15] C. Zhao, J. Yang, X. er Wang, I. Azim, Experimental investigation into the post -
breakage performance of pre-cracked laminated glass plates, Constr Build Mater 
224 (2019) 996–1006. https://doi.org/10.1016/j.conbuildmat.2019.07.286. 

[16] P.A. Hooper, R.A.M. Sukhram, B.R.K. Blackman, J.P. Dear, On the blast resistance 
of laminated glass, Int J Solids Struct 49 (2012) 899–918. 
https://doi.org/10.1016/j.ijsolstr.2011.12.008. 

[17] P. Del Linz, P.A. Hooper, H. Arora, D. Smith, L. Pascoe, D. Cormie, B.R.K.K. 
Blackman, J.P. Dear, Reaction forces of laminated glass windows subject to blast 
loads, Compos Struct 131 (2015) 193–206. 
https://doi.org/10.1016/j.compstruct.2015.04.050. 

32



 

[18] P. Del Linz, Y. Wang, P.A. Hooper, H. Arora, D. Smith, L. Pascoe, D. Cormie, B.R.K. 
Blackman, J.P. Dear, Determining Material Response for Polyvinyl Butyral (PVB) in 
Blast Loading Situations, Exp Mech 56 (2016) 1501–1517. 
https://doi.org/10.1007/s11340-016-0179-5. 

[19] P. Del Linz, X. Liang, P.A. Hooper, H. Arora, L. Pascoe, D. Smith, D. Cormie, J.P. 
Dear, A numerical method for predicting the deformation of crazed laminated 
windows under blast loading, Eng Struct 172 (2018) 29–40. 
https://doi.org/10.1016/j.engstruct.2018.05.030. 

[20] X. Zhang, H. Hao, Z. Wang, Experimental study of laminated glass window 
responses under impulsive and blast loading, Int J Impact Eng 78 (2015) 1–19. 
https://doi.org/10.1016/j.ijimpeng.2014.11.020. 

[21] X. Zhang, H. Hao, G. Ma, Dynamic material model of annealed soda-lime glass, Int J 
Impact Eng 77 (2015) 108–119. https://doi.org/10.1016/j.ijimpeng.2014.11.016. 

[22] T. Pyttel, H. Liebertz, J. Cai, Failure criterion for laminated glass under impact 
loading and its application in finite element simulation, Int J Impact Eng 38 (2011) 
252–263. https://doi.org/10.1016/j.ijimpeng.2010.10.035. 

[23] A. Zemanová, P. Hála, P. Konrád, R. Sovják, M. Šejnoha, Gradual fracture of layers 
in laminated glass plates under low-velocity impact, Comput Struct 283 (2023). 
https://doi.org/10.1016/j.compstruc.2023.107053. 

[24] A. Kohoutová, P. Del Linz, P. Kheml, P. Konrád, P. Hála, Freely hanging multi -layer 
laminated glass subjected to near-field blast, Glass Structures & Engineering 9 
(2024) 499–523. https://doi.org/10.1007/s40940-024-00275-y. 

[25] C. Alter, S. Kolling, J. Schneider, An enhanced non–local failure criterion for 
laminated glass under low velocity impact, Int J Impact Eng 109 (2017) 342–353. 
https://doi.org/10.1016/j.ijimpeng.2017.07.014. 

[26] F.W. Flocker, R.L. Dharani, Low Velocity Impact Resistance of Laminated 
Architectural Glass, Journal of Architectural Engineering 4 (1998) 12–17. 
https://doi.org/10.1061/(ASCE)1076-0431(1998)4:1(12). 

[27] L. Galuppi, G. Royer-Carfagni, Enhanced Effective Thickness of multi-layered 
laminated glass, Compos B Eng 64 (2014) 202–213. 
https://doi.org/10.1016/J.COMPOSITESB.2014.04.018. 

[28] H.B. Rebelo, C. Cismasiu, A Comparison between three air blast simulation 
techniques in LS-DYNA, 11th European LS-DYNA Conference, Salzburg, 
DYNAmore. https://www.dynalook.com/Conferences/11th-European-Ls-Dyna-
Conference/Air-Blast-2/a-Comparison-between-Three-Air-Blast-Simulation-
Techniques-in-Ls-Dyna/View (2017). 

[29] R. Panowicz, M. Trypolin, M. Konarzewski, Numerical comparison of blast waves 
generated by cylindrical explosive charges with varying shapes and materials, 
Computer Assisted Methods in Engineering and Science 23 (2016) 205–212. 

33



15th International Conference on 
Shock & Impact Loads on Structures 

 12-13 June 2025, Gothenburg, Sweden 

ENGINEERING OF A FOAM-FILLED AUXETIC ABSORBER FOR 
LOCALIZED IMPACT 

Sebastiano Di Mauroa, Alessandro Airoldia, Paolo Astoria, Nejc Novakb, 
Serena Graziosic, Raffaele Pugliesed and Alessandro Gadolac 

aDepartment of Aerospace Science and Technology, Politecnico di Milano, Milan, Italy, 
email: sebastiano.dimauro@polimi.it, 

bFaculty of Mechanical Engineering, University of Maribor, Maribor, Slovenia, 
cDepartment of Mechanical Engineering, Politecnico di Milano, Milan, Italy,  
dNemo Lab, ASST Grande Ospedale Metropolitano Niguarda, Milan, Italy  

 

Keywords: Cellular materials, hexachiral structure, localized impact, drop-weight impact, 
3D-printing, thermoplastic polyurethane, numerical modelling, experimental testing,  
metamodel, optimisation technique 

Abstract 

In this work  the design of an impact energy absorber, based on an auxetic hexachiral 
frame filled with foam, was developed and was focused on the identification of the 
geometrical parameters for the fulfilment of the requirements in a pre-defined application 
scenario. Some of the outcomes of two research in the literature were the starting point of 
the present work: specifically, the importance of the combination of materials used to build 
the auxetic structure and the beneficial effects of the interaction between an auxetic frame 
and foam, which leads to substantial increments of absorbed energy per unit volume and 
mass. Using materials with high elongation at break, such as an elastomeric material, 
deserved investigation since it could guarantee the preservation of the auxetic property 
for the whole duration of the localized impact, as the early breakage of chiral ligaments or 
chiral nodes, which induce the loss of the auxetic property, could be avoided.  All these 
aspects were considered in the engineering of an absorber concept in a specific crash 
scenario, represented by the impact between a Vulnerable Road User and the bumper of 
a vehicle. The regulation EEVC/WG17 EURO Phase2 was taken as a reference in order to 
perform a realistic study of the energy absorber. Moreover, among different polymeric 
materials, a thermoplastic polyurethane with micronized waste-tire-rubber was used to 
build the auxetic frame. It exhibits a large strain at failure and can be 3D-printed to obtain 
auxetic topologies, and involves the use of recycled material. Dynamic drop-weight 
impacts were conducted on sample structures and compared with the numerical model. 
Initial numerical-experimental correlation showed that the FE model had some differences 
with the experimental results, and this was probably due to the preliminary numerical 
material model developed and used for the hexachiral frame, but the use of elastomeric 
material was promising. Despite the differences in its calibration, the FE model was used 
to build a database and to train two metamodels. Finally, an optimization procedure based 
on a genetic algorithm was presented. Two optimal solutions of foam-filled hexachiral 
structure were found, considering the penetration and level of force as targets, and using 
the geometrical parameters of the auxetic frame as design variables. Results indicated 
that the optimized auxetic structures were able to absorb the impact energy by mitigating 
the force on the simplified VRU below the desired level, with a limited penetration. 
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1. INTRODUCTION 

In the recent years the quest for developing lighter, stronger, and more efficient energy 
absorbers is a driving force behind industrial and academic research, leading to innovative 
configurations with unique properties. Among these, auxetic structures, having the ability to 
exhibit negative Poisson’s ratio (NPR), have attracted significant interest due to their 
exceptional characteristics, such as shear resistance, and enhanced energy absorption 
capability [1], [2], [3]. Many research focused on studying auxetic energy absorbers under 
uniform compression and impact loads, but there is also a great interest in studying the same 
type of structures under localized impacts. For example, in [4] a comparison between an 
auxetic-cored sandwich panel and a traditional aluminium foam-cored panels under a ballistic 
impact was described, whereas [5], [6] proposed an innovative concept based on an auxetic 
hexachiral frame filled with foam to absorb energy in an impact scenario. 
The outcomes of the latter two research were the starting point of the present work, in which 
a new material combination of the foam-filled hexachiral structure was investigated aiming at 
engineering the energy absorber for a specific crash scenario. One of the findings of the 
previous studies was that it is important to guarantee the preservation of the auxetic property 
throughout the duration of the localized impact, as the early buckling or breakage of chiral 
ligaments and nodes induce the loss of the auxetic property, and, consequently, the loss of 
energy absorbing efficiency. For such a reason, in this work a thermoplastic polyurethane 
(TPU) with micronized waste-tire-rubber (WTR) was used to build the auxetic frame [7]. It 
exhibits a large strain at failure and can be 3D-printed to obtain auxetic topologies, and 
involves the use of recycled material. These aspects were considered in the design of the 
energy absorber concept in a specific crash scenario, represented by the impact between a 
Vulnerable Road User (VRU) and the bumper of a vehicle. In fact, many studies in the 
literature investigated the design of vehicle bumpers for mitigating the injury of pedestrian 
lower extremities: for example, the studies conducted in [8], [9] proposed the design of vehicle 
bumpers based on numerical simulations and meeting the requirements imposed by the 
EEVC/WG17 EURO Phase2 regulation. Other research investigated the performance of 
innovative absorbers by exploiting the numerical technique of surrogate models, which allows 
the reduction in computational effort and leads to the identification of optimal designs [10], 
[11], [12]. This design methodology was used in the present work to engineer the foam-filled 
hexachiral structure, enhancing the understanding of this innovative type of auxetic structure 
in a real crash scenario. 
 

2. FINITE ELEMENT MODELING  

2.1. Description of the numerical model 

The finite element (FE) model of the foam-filled hexachiral structure, also referred to as 
energy absorber in this work, was developed using an updated version of the MATLAB 
script described in [6] and solved through the Simulia/Abaqus Explicit code. The MATLAB 
script was based on the parameterisation of the hexachiral frame, and permitted to 
generate the mesh of the model, and all the input files required for the Abaqus simulation. 
The foam cylinders and triangular foam prisms were modelled using hexahedral elements 
type C3D8, and the auxetic frame using shell elements type S4, as shown in Figure 1(a). 
The interaction between the foam and the frame was a simple contact, and it was modelled 
through the general contact algorithm available in the solver code. Concerning the material 
of the foam, the CF-45M is considered: it is one of the commercially available versions of 
Confor open-celled urethane foams, currently applied in automotive and aerospace fields. 
It is numerically modelled through the *Low Density Foam material card, and its 
characteristics were well described in [5]. Regarding the hexachiral frame, the TPU-WTR 
was considered. This material was characterised in [7], and for the present work a 
preliminary numerical model was calibrated to fit the experimental static and dynamic data. 
Specifically, a hyper-viscoelastic material model was chosen to describe this material, 
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given its hyperelastic behaviour, typical of elastomers, and its sensitivity to strain rate. 
Material cards *Hyperelastic and *Viscoelastic were used together to define the TPU-WTR. 
 

 

Figure 1. FE model: (a) frontal view of the energy absorber only, (b) isometric view with the 
hemispherical impactor, lateral guides and shell thickness rendering. 

2.2. Setup of the experimental test 

The FE model of the hexachiral structure has already been validated in the previous study 
[6], but given the different material combination adopted in this work, a new numerical-
experimental correlation was performed. The hexachiral frame consisted of 2 cells in X-
axis and 2 cells in Y-axis, of which the top two were partially cut by a flat surface called 
skin in this work, and could be considered as a rectangle with dimensions 200 x 120 x 30 
mm3. The thicknesses of chiral ligaments, chiral nodes and skin were 3.26, 3.66 and 3.06 
mm respectively. The characteristic ratio L/r was set equal to 4.0. The energy absorber 
was subjected to drop-weight impacts. A hemispherical stainless steel impactor with a 
mass of 5.457 kg and a diameter of 100 mm impacted the structure at two different impact 
speeds, namely 3 m/s and 5 m/s. The energy absorber was placed on a thick steel plate, 
and kept in position by four plexiglass guides to prevent lateral displacement during the 
collapse. The impactor, the steel plate and the lateral guides were modelled as rigid 
analytical surfaces, as visible in Figure 1(b). 
In order to better calibrate the FE numerical model, besides the hexachiral structure filled 
with foam, the simple hexachiral structure without foam was also considered. Figure 2 (a)-
(b) show the deformation at the impactor maximum penetration for both the impact speeds of 
the energy absorber with foam, whereas Figure 2 (c)-(d) show the deformation at the impactor 
maximum penetration for both the impact speeds of the energy absorber without foam. The 
beneficial effects [6] of the foam was clearly evident: contributing to absorb the energy and, 
thanks to the interaction between the auxetic frame and the foam, delaying ligaments 
buckling, ensuring that auxeticity was maintained throughout the duration of the impact, and 
leading to substantial increments of absorbed energy per unit volume and mass. 
These experimental tests were adopted to calibrate the numerical FE model and also to better 
calibrate the material model of the TPU-WTR. The initial numerical-experimental correlation 
revealed some differences between numerical and experimental results. Nevertheless, the 
FE model was used in the design of the energy absorber in a specific crash scenario. 
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Figure 2. Deformation at the impactor maximum penetration: (a) absorber with foam impacted 
at 3 m/s, (b) absorber with foam impacted at 5 m/s, (c) absorber without foam impacted at 3 
m/s, (d) absorber without foam impacted at 5 m/s. 

 

3. APPLICATION CASE: CRASH SCENARIO 

3.1. Description of the problem 

As explained in the introduction, the present work aimed at investigating the use of the 
foam-filled hexachiral structure described previously as a bumper. Specifically, the crash 
scenario was represented by the impact between the lower leg of a pedestrian, a typical 
VRU, and the front bumper of a vehicle. The impact event investigated was greatly 
simplified, but the requirements and load conditions prescribed by the EEVC/WG17 EURO 
Phase2 regulation were taken as a reference in order to perform a realistic study of the energy 
absorber. 
The lower leg was modelled as a rigid cylindrical impactor with a mass of 12 kg, a diameter 
of 100 mm and impacted the energy absorber at a speed of 9 m/s (32.4 km/h). The injury 
criterion considered was the one associated with the maximum acceleration measured at 
the upper end of the tibia, that must not exceed 150 g in compliance with the standards. 
In this work, the limit was considered in terms of force and was set at 10 kN, i.e. 85 g. The 
energy absorber had global dimensions of 300 x 150 x 100 mm3 (Figure 3(a)). The 
thicknesses of chiral ligaments, chiral nodes and skin, as well as the number of cells in X-
axis and the ratio L/r were the geometrical parameters considered in the investigation. It 
is worth noting that the characteristic dimensions of the simplified lower leg and of the 
hexachiral structure were similar to the realistic ones [8], [10]. 
The main objective of the design was to identify the geometrical parameters of the 
hexachiral frame limiting the load applied on the impactor and minimising the penetration 
of the impactor in the absorber. To do this, many numerical simulations would have been 
required, and the current FE model was very time-consuming. For this reason, the 

37



 

following assumption was made: since the load was applied uniformly across the width 
(i.e. in Z-axis), then only a 1-mm-slice of the FE model was considered, as visible in Figure 
3(b). With this assumption, the numerical impactor was 1 mm wide and had a mass of 0.12 
kg, i.e. the actual mass divided by the actual width of the energy absorber (i.e. 100 mm). 
Moreover, the 1-mm-slice energy absorber, that was actually 1-finite-element-wide, had 
the nodes of one side constrained with a Z-symmetry condition, while the nodes of the 
other side were free to move. This assumption was verified performing simulations on both 
the whole and sliced structure. Figure 4 shows the impactor responses, and it should be 
noted that in Figure 4(d) the force of the impactor in the sliced mode was multiplied by the 
actual width. Therefore, it was inferred that the assumption could be considered valid.  
 

 

Figure 3. FE mode: (a) whole energy absorber, (b) 1-mm-slice energy absorber. 

 

Figure 4. Comparison of the impactor responses between whole and sliced model: (a) 
displacement vs time, (b) speed vs time, (c) acceleration vs time, (d) force vs 
displacement. 
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3.2. Database definition and metamodel training 

The simplified sliced FE model described in the previous paragraph was used to build a 
database and two surrogates models, or metamodels, were trained from it. A total of 175 
simulations were done. The parameterisation of the FE model considered five design 
variables: the thickness of chiral ligaments (tL), the thickness of chiral nodes (tN), the 
thickness of the skin (tS), the number of cells in X-axis (NX) and the ratio L/r (Lr). The Latin 
hypercube statistical technique was used to define the combinations of the design 
variables, given the lower and upper bounds shown in Table 1. From each FE simulation 
the maximum force and the maximum displacement of the impactor were stored and then 
added to the database. 
 

 
tL 

(mm) 
tN 

(mm) 
tS 

(mm) 
NX 

(-) 
Lr 

(-) 

Lower bound 0.8 0.8 0.8 2 2 

Upper bound 3 3 3 8 10 

Accuracy 0.0001 0.0001 0.0001 1 0.001 

Table 1. Lower and upper bounds of the design variables. 

 
The MATLAB app Regression Learner was used to choose, train and validate the 
metamodels. Among those available, the Matern 5/2 Gaussian Process Regression and 
the Exponential Gaussian Process Regression were chosen as the most reliable. 
Specifically, the former was used to predict the impactor maximum displacement by giving 
the five geometrical parameters as predictors, whereas the latter was used to predict the 
impactor maximum force by giving the five geometrical parameters and the maximum 
displacement as predictors. For the latter case, it was observed that adding the 
displacement as a predictor resulted in a more reliable metamodel. 
The two specific metamodels were chosen from the others after having validated them by 
considering 10 % of the 175 experiments. Subsequently, all the 175 experiments were 
used to train the metamodels. Training results are reported in Table 2. It is worth noting 
that the Normalised Root Mean Square Error (NRMSE), was calculated as the Root Mean 
Square Error (RMSE) divided by the difference between actual maximum and minimum 
values, as reported in Equation 1. 

 𝑁𝑅𝑀𝑆𝐸 =  
𝑅𝑀𝑆𝐸

𝑦𝑚𝑎𝑥−𝑦𝑚𝑖𝑛
 (1) 

 
The values of NRMSE presented in Table 2, as well as the correlation between predicted 
and actual data visible in Figure 5, allowed the metamodels to be considered of reasonable 
accuracy [12]. 
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 Metamodel type 
Number of 
predictors 

RMSE NRMSE R2 

Impactor 
displacement 

Matern 5/2 Gaussian 
Process Regression 

5 
2.0989 
(mm) 

4.21 
(%) 

0.95 

Impactor 
force 

Exponential Gaussian 
Process Regression 

6 
12.5 
(N) 

8.6 
(%) 

0.85 

Table 2. Training results of the two metamodels. 

 

 

Figure 5. Predicted vs actual data: (a) impactor maximum displacement, (b) impactor 
maximum force. 

 

3.3. Optimisation 

The optimisation of the foam-filled hexachiral structure was performed having the objective 
of minimising the penetration of the impactor while simultaneously limiting the maximum 
load applied on the impactor. Regarding the force limit, given the requirements and the 
model simplifications explained in paragraph 3.1, the maximum load limit is set at 0.1 kN, 
i.e. 100 N. 
The optimal combination of the five geometrical parameters were obtained using a function 
available in the Global Optimisation Toolbox of MATLAB. In details, a genetic algorithm 
was used to find the optimal solution. The two trained metamodels were used to estimate 
the maximum displacement and maximum force. In addition, a linear constraint and a non-
linear constraint were imposed on the geometrical parameters. Regarding the latter, a 
constraint on the minimum radius R of the hexachiral nodes was imposed due to 
technological reasons. 
Two optimal combinations were found that differed in the minimum value of R imposed. 
The first solution considered the non-linear constraint R ≥ 10 mm, whereas the second 
solution considered R ≥ 5 mm. Table 3 reported the optimal combination of the five 
geometrical parameters of the two cases considered. The energy absorber of case R≥10 
had a total mass of 2938 g (270 g foam + 2668 g hexachiral frame), while the energy 
absorber of case R≥5 had a total mass of 4301 g (195 g foam + 4106 g hexachiral frame). 
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tL 

(mm) 
tN 

(mm) 
tS 

(mm) 
NX 

(-) 
Lr 

(-) 

Case R≥10 2.9999 2.9945 1.8052 5 2.236 

Case R≥5 3.0000 3.0000 1.6006 8 3.082 

Table 3. Optimal combination for the two cases considered. 

 
It should be noted that the combination of geometrical parameters of the case R≥10 was 
almost identical to that of experiment number 60 in the database, while the combination 
of the case R≥5 did not match any of the combinations of the experiments used to train 
the metamodels. 
To verify these optimal combinations, two FE simulations of the simplified model (Figure 
6) were performed.  As visible in Figure 7, the two optimal energy absorbers found by the 
genetic algorithm using the two trained metamodels almost met the requirement imposed 
on the maximum force (the force values in the graph were multiplied by the actual width). 
 

 

Figure 6. FE models of the optimal combinations: (a) case R≥10, (b) case R≥5 

 

 

Figure 7. Force vs displacement curves of the two optimal combinations. 
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 Simplified FE Model Metamodel 

ΔDisp 

(%) 

ΔForce 

(%)  
Max 

displacement 
(mm) 

Max 
force 
(N) 

Max 
displacement 

(mm) 

Max 
force 
(N) 

Case R≥10 111.53 103.47 113.22 106.70 +1.51 +3.12 

Case R≥5 93.47 104.83 95.19 99.99 +1.84 -4.62 

Table 4. Comparison of simplified FE model results and metamodel predictions. 

 
To quantify better the reliability of the optimal combinations found, the results of the 
simplified FE model and the values predicted by the two metamodels are reported in Table 
4 for both the two cases analysed. The percentage errors reported in the last two columns 
represented the difference of the metamodels with respect to the simplified FE model. 
As a final step, to further verify these optimal results, a FE simulation was performed 
considering the whole energy absorber of only case R≥10, and a comparison between the 
whole and sliced FE models could be done. The analyses was very time-consuming, and 
numerical problems arose, as evidenced by the interrupted blue line in Figure 8. Anyway, 
the impactor maximum displacement and impactor maximum force could be found. The 
results of the whole FE model and the values predicted by the two metamodels are 
reported in Table 5. The percentage errors reported in the last two columns represented 
the difference of the metamodels with respect to the whole FE model. 

 

Figure 8. Force vs displacement curves of case R≥10: comparison between whole FE model 
and simplified sliced FE model. 
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 Whole FE Model Metamodel 

ΔDisp 

(%) 

ΔForce 

(%)  
Max 

displacement 
(mm) 

Max 
force 
(N) 

Max 
displacement 

(mm) 

Max 
force 
(N) 

Case R≥10 107.82 98.75 113.22 106.70 +5.00 +8.05 

Table 5. Comparison of whole FE model results and metamodel predictions (the force value 
of the whole FE model was divided by the actual width). 

 

4. CONCLUSION 

The present work described the engineering of a novel concept of energy absorber based 
on an auxetic hexachiral structure filled with foam by exploiting the numerical techniques 
of surrogate models and genetic optimisation. 
The combination of CF-45M and TPU-WTR materials, new compared with those described 
in the literature, was considered for foam and hexachiral frame, respectively. Experimental 
tests, represented by drop-weight impacts, were conducted both on the energy absorber 
filled with foam and on the energy absorber without the foam in order to validate the FE 
model of the energy absorber. From the initial numerical-experimental correlation, it was 
observed that the FE model had some differences with the experimental results: this was 
probably due to the preliminary numerical model of the TPU-WTR, given the good 
correlations of the other combination materials well described in the previous work in the 
literature. As a consequence, the FE model will have to be improved a lot, but this 
elastomeric material combination investigated made it clear that it could be a potential 
solution to guarantee the auxeticity throughout the duration of the impact, since it avoided 
the breakage of hexachiral frame. 
Even though not well correlated, the FE numerical model was used to engineer the energy 
absorber concept for a specific crash scenario, represented by the impact between the lower 
leg of a pedestrian, i.e. a typical VRU, and the front bumper of a vehicle. The impact event, 
as well as the FE model of the energy absorber, were greatly simplified, but requirements 
of the EEVC/WG17 EURO Phase2 regulation and some research in the literature were taken 
as a reference in order to perform a realistic study of the energy absorber. A database of 175 
FE simulation results was built, from which two surrogate models were trained to predict 
the maximum displacement and maximum force of the simplified lower leg, i.e. a rigid 
cylindrical impactor. The NRMSE values of displacement and force, 4.21 % and 8.6 % 
respectively, allowed the metamodels to be considered of reasonable accuracy. Finally, 
these two trained metamodels were used in the genetic optimisation that had the objective 
of minimising the penetration  of the impactor while simultaneously limiting the maximum 
load applied on the impactor. Two optimal combinations of the hexachiral geometrical 
parameters were found, differing in the minimum imposed value of the radius of the 
hexachiral nodes. The optimal results were verified performing FE analyses: the 
percentage differences in displacement and force evaluated by the metamodels compared 
with the FE models were +1.51 % and +3.12 % for case R≥10 and +1.84 % and -4.62 % 
for case R≥5. These differences could be considered acceptable. 
This design methodology had proven very promising in the investigation of this type of auxetic 
structure and its engineering in a real crash scenario. Further improvements of the FE 
numerical model and expansion of the database could enable more reliable results and new 
optimal solutions. 
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Abstract 
Impact loads may arise due to collisions, falling masses, ballistics, or fragments. Such 
scenarios result in concentrated dynamic forces with durations generally much shorter 
than the structure's natural period. Explosions may be accidental or antagonistic and result 
from, e.g. ignition of combustible clouds or explosive charges. The resulting dynamic load 
is distributed over the structure and is generally relatively short in duration. Both load types 
fall under the category of impulse-loads. Flexural failure modes are generally desirable for 
impulse-loaded reinforced concrete elements to safely absorb the work done by the 
external force. Flexural failures are characterized by wide cracks with significant plastic 
strain in the reinforcement, resulting in large energy absorpt ion capacities. Shear-type 
failures are avoided, as these generally are characterized by one significant crack with 
minor plastic strain in the reinforcement, showing decreased energy absorption 
capabilities. Thus, models that can predict shear-type failures are needed, such that the 
beam can be reinforced against them. An agreed-on rational model for shear-type failures 
for beams without stirrups has yet to be found for static loading cases. Impulse loads add 
to the complexity of shear-type failures, as inertia- and strain rate effects should also be 
considered. A simple strut and tie model (STM) was used to predict the dynamic capacity 
of impulse-loaded beams simulated in the general-purpose finite element package Abaqus 
FEA. The study utilized material properties validated against previous drop-weight testing 
in the lab. Concentrated dynamic forces were first applied at an increasing rate on beams 
with varying shear span-to-depth ratios (moment-to-shear ratios) and compared against 
the results from the STM. The calculation model and simulation agreed well for the load 
rates and shear span-to-depth ratios larger than one. Distributed forces were then 
translated to equivalent concentrated forces using the expression found in the literature 
for static loads. This expression overestimated the length of the shear span, and a 
modification for the translation of distributed loads to equivalent concentrated loads based 
on the load rate is presented 

1 INTRODUCTION 

Despite more than a century of research, a unified model for shear in reinforced concrete 
beams has not been determined. Ritter [1] developed an early model in 1899 based on 45-
degree compressive struts carrying shear forces by its vertical component. Using the lower-
bound plasticity theorem, Drucker [2] in 1961 developed Strut and Tie Models (STMs) with 
diagonal concrete struts balanced by steel ties. Since then, many sectional models have been 
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used in the design provisions based on empirical and mechanical models. Examples of such 
mechanical models are, for instance, models based on the Modified Compression Field 
Theory (MCFT) [3] and the Critical Shear Crack Theory (CSCT) [4]. These models account 
for important parameters such as size effects, strain effects and the moment-to-shear ratio, 
corresponding to the shear span-to-depth ratio for concentrated forces. Figure 1 shows testing 
conducted by Leonhardt and Walter [5] in 1962 on beams with varying shear span-to-depth 
ratios for concentrated and distributed forces. The results indicate that the shear strength 
decreased with increasing shear span-to-depth ratio. 
 

 
(a) 

 
(b) 

Figure 1. Tests by Leonhardt and Walter [5] investigating the effect of the shear span-to-depth 
ratio for concentrated and distributed loads. 
 
Kani [6] performed further testing and developed “Kanis Valley”, shown in Figure 2 (a). The 
maximum applied external load 𝑉u in experiments were compared to the results 𝑉pl determined 

using the STM shown in Figure 2 (b) with varying shear span-to-depth ratios 𝑎/𝑑. The STM 
generally converges with experiments for deep beams with shear span-to-depth ratios less 
than one. For larger ratios, the experimental capacity first decreases as cracks penetrate the 
direct strut before the capacity increases again as beam action governs the shear transfer. To 
consider the effect of cracks penetrating the compressive strut, a strength reduction factor, as 
shown in Figure 2 (c), is used in the European design provisions [7]. 
 

 
 

 
(a) 

 
(b) 

 
(c) 

Figure 2. (a) The “Kanis valley” (redrawn from [4]) (b) STM for the plastic solution 𝑉pl and (c) 

strength reduction factor 𝜈(𝜃) as function of the strut inclination in the second generation of 
the European design provisions [8]. 
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Sagaseta and Vollum [9] presented an STM for short beams (shear span-to-depth ratio 
spanning 1.0 - 2.0) with and without stirrups subjected to concentrated loads. The load is in 
the model carried by the vertical component of the direct strut to the support. The force 𝐹s in 
the direct strut may be determined as 

𝐹s =  𝑓csb𝑏(𝑙b sin 𝜃 + 2𝑐 cos 𝜃) (1) 

where 𝑓csb is the strut capacity, 𝑏 the cross section width, 𝑙b the support plate width, 𝜃 the 
direct strut inclination and 𝑐 the distance from the bottom face to the centroid of the 

reinforcement. The vertical component 𝑉u of the direct strut is then the maximum force that 
may be carried by the strut, i.e. 

𝑉u = sin(θ) 𝐹s (2) 

To determine the unknown strut inclination, equilibrium at the top node under the load 
plate may be used and must be solved simultaneously as 

𝑉u = 2 tan(𝑑 − (𝑎v − 𝑙t(2 − 𝑛1p)/4 )tanθ)𝑏 𝑓cd (3) 

where 𝑎v is the clear shear span, 𝑙t the load plate width, 𝑛1p the number of load plates and 

𝑓cd the design compressive strength. The strength of the direct strut may be determined using 
the strength reduction factor as 

𝑓csb(𝜃) = 𝑓cd𝜈(𝜃) (4) 

The strength reduction then depends on the major principal strain in the strut 𝜀1(𝜃) (see [8]) 

𝜈(𝜃) = 1/(1 + 110𝜀1(𝜃)) (5) 

A model was first calibrated by Ceberg and Holm [10] against previous drop-weight 
experimental testing shown in Figure 3 (a). This model was then used to simulate a similar 
series as that by Leonhardt and Walter [5], i.e. concentrated and distributed loads were 
applied to beams with increasing moment-to-shear ratio. The simulations were conducted 
using the general-purpose finite element package Abaqus FEA [11]. The loads used are 
dynamic loads with a load rate spanning 100 - 100 000 kN/s. The results are then compared 
to those using the STM described by Sagaseta and Vollum [9] with the strength reduction 
factor presented in Figure 2 (c). 

2 NUMERICAL MODELS 

2.1 Calibration against experiments 

A model was first calibrated by Ceberg and Holm [10] against experiments shown in 
Figure 3 (a). This was a 2D model of the concrete beam, constructed of triangular plane stress 
element with a 5.0 - 7.5 mm side length. The Concrete Damage Plasticity model (CDPM) was 
used with a bi-linear softening law by Grassl [12], regularized using fracture energy for tension. 
Linear unloading was considered in compression, regularized using a crushing displacement 
following Červenka [13]. The reinforcement was modelled using beam elements with a perfect 
bond to the concrete and an elastic-plastic material model with a stress-strain curve from 
testing. 

The results in Figure 3 (b) show good agreement between the crack pattern in the experiment 
and fully damaged elements in the simulation. The critical inclined crack in the long shear 
span to the right of the impact zone is captured. The diagonal cracks adjacent to the impact 
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zone on each side are also captured. The main discrepancy is the larger amount of flexural 
cracks in the simulations, which is an effect of the assumption of a perfect bond. The reaction 
forces in Figure 3 (c) indicated good agreement for the left reaction force. The maximum 
amplitude of the right support reaction slightly shifts in time in the simulation, but the results 
generally converge. 
 

 
 

 
(a) 

 

 

 
(b) 

 

 
(c) 

Figure 3. (a) Previous drop-weight testing (redrawn from [10]), (b) fully damaged elements 
(𝑑t > 0.99) in the model compared against damage in the experiment and (c) comparison of 
left 𝑅L and right 𝑅R support reactions. 
 
2.2 Simulations with varying moment-to-shear ratios and load rates 
 
Simulations were conducted to study the influence of moment-to-shear ratio for concentrated 
and distributed loads at various load rates. Beams with concentrated loads were tested with 
moment-to-shear ratios (shear span-to-depth ratios) spanning 0.6 to 3.0, as shown in  
Figure 4 (a). The symmetry plane at mid-span was utilized to model half the beam, the support 
plate was free to rotate, resulting in simply-supported boundary conditions, and the load plate 
and the support plate were 50 mm wide. The beams with distributed loads are shown in  
Figure 4 (b). These beams had moment-to-shear ratios (determined as 𝐿/(4𝑑)) spanning 0.8 
to 3.0. To study dynamic effects, the concentrated load and resultant of the distributed load 
were applied at rates 100 – 100 000 kN/s, as shown in Figure 4 (c). The material models did 
not consider strain rate effects, meaning only dynamic inertia effects were studied. 
 

3 RESULTS AND DISCUSSION 

3.1 Concentrated loading 

 
Results for beams with concentrated loads with the various load rates are first presented.  
Figure 5 shows the stress field during maximum support reaction, generally occurring right 
before strut failure. Black colours indicate elements with minor compressive stresses larger 
than the plastic stress used for the strut in the STM limit analysis.  This stress was determined 
as the product of the mean compressive strength and the strength reduction factor. Figure 5 
shows that the stress fields generally converge for the high load rate in (a) with the much lower 
load rate in (b). For both cases, clear direct struts develop between the support plate and the  
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(a) (b) 

(c) 
Figure 4. Beams loaded by: (a) concentrated dynamic loads 𝑃(𝑡) with clear shear span 𝑎v 
and (b) distributed dynamic loads 𝑞(𝑡) with loaded length 𝐿. (c) Variation of the concentrated 
load and the resultant for the distributed load over time in log-log scale. 

load plate on top. The strut is straighter for the small shear span-to-depth ratio, while a bottle-
neck shape with a larger width at the mid-point of the strut is observed for the larger shear 
span-to-depth ratio. The direct strut is shown to be heavily disturbed by damage, as shown by 
the loss of compressive stress in its width direction, for shear span-to-depth ratios 1.4, 2.2 and 
3.0. This is not the case to the same extent for the shear span-to-depth ratio of 0.6. 

Figure 6 shows fully damaged elements in tension during maximum support reaction. The 
damage is similar for both load rates and a shear span-to-depth ratio of 0.6, with an 
undamaged volume spanning the support and load. For shear span-to-depth ratios larger than 
0.6, cracks span the support plate to the load plate inside the shear span, penetrating the 
direct strut. For these cases, a strength reduction factor is needed to consider the tensile strain 
in the strut. Without such a factor, the solution cannot be deemed lower bound. 

The maximum support reaction, or vertical component of the direct strut, is plotted for all shear 
span-to-depth ratios tested with all load rates in Figure 7 (a).  Simulations with 100 – 10 000 
kN/s in general converges for the shear span-to-depth ratios tested. The highest load rate, 
100 000 kN/s, results in a higher maximum support reaction for the smallest shear span-to-
depth ratio, after which the curve converges with the others. The result of applying the STM 
with and without the strength reduction factor is also shown. The simulations converges with 
the plastic solution without the reduction factor for the lowest shear span-to-depth ratio. This 
is because cracks were shown not to penetrate the strut. At a shear span-to-depth ratio of 1.0 
and higher, the simulations instead converge with the STM solution considering the strength 
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reduction factor. Generally, the STM with a strength reduction provides a lower-bound solution 
for all cases. 

(a) 100 000 kN/s (b) 100 kN/s
Figure 5. Minor principal stresses larger than 𝑓𝑐𝑠𝑏 at the time of maximum reaction force. 

(a) 100 000 kN/s (b) 100 kN/s

Figure 6. Fully damaged elements (𝑑𝑡 > 0.99) at the time of maximum reaction force. 

“Kanis Valley” was reconstructed in Figure 7 (b) by finding the ratio of the maximum support 
reaction to the plastic limit STM solution. Here, the simulations with the highest load rate again 
diverge from the others, indicating a significant effect of inertia. This discrepancy could be 
even larger if strain rates are considered, but this is outside the scope of this paper. Generally, 
the curves follow the limits previously seen, i.e. the ratio between the maximum support 
reaction and the plastic solution is around 1.0 at a shear span-to-depth ratio of around 0.6-
1.0. The ratio then decreases as the shear span-to-depth ratio increases from 1.0 to around 
2.5, after which it increases again due to cantilever action governing the shear transfer 
capacity. The strength reduction factor is used to consider this effect of decreasing capacity 
with increasing shear span-to-depth ratio due to transverse tensile strain in the strut.  
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(a) (b) 
Figure 7. (a) Maximum reaction force as the shear span-to-depth ratio varies and (b) Kani’s 
valley for the different load rates. 

3.2 Distributed loading 

Beams with a similar moment-to-shear ratio were simulated using distributed loading. The 
resulting compressive stress fields are shown in Figure 8, with force vectors at the top face 
indicating the position for the resultant of the distributed loading at the quarter-span. For the 
lower load rate in Figure 8 (b), the inclination of the strut agrees well with the position of the 
resultant at quarter-span for the low length-to-depth ratios. However, the discrepancy 
increases slightly for the higher ratios. Figure 8 (a) shows the compressive struts for the 
highest load rate. Here, the strut inclination stops coinciding with the position of the resultant 
for length-to-depth ratios larger than 1.4. For higher ratios, the strut inclination is independent 
of the beam length. This did not occur for the concentrated load and indicates a larger 
influence of load rate and inertia effects for the distributed load compared to the concentrated 
load. 

(a) 100 000 kN/s (b) 100 kN/s

Figure 8. Minor principal stresses larger than 𝑓𝑐𝑠𝑏 at the time of maximum reaction force for 
beams with distributed loading (resultant vectors at the quarter-length are shown). 

The damage to the beams with concentrated loads is shown in Figure 9. Inclined cracks 
adjacent to the support disturbs the stress fields for all length-to-depth ratios. Beams with 
concentrated loading instead showed damage mainly around the concentrated load for the 
high shear span-to-depth ratios.  
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(a) 

 
(b) 

Figure 9. Fully damaged elements (𝑑𝑡 > 0.99) at the time of maximum reaction force (resultant 
force vectors at the quarter-length of the free span is also shown). 
 
The maximum support reaction was plotted for the length-to-depth ratios and load rates in 
Figure 10 (a). The curves generally agree, with a load rate of 100 000 kN/s having the largest 
discrepancy. It is shown that that for a load rate of 100 000 kN/s, the capacity is not decreased 
with increasing moment-to-shear ratios larger than 1.4. This is an effect of the strut inclination 
not changing, as shown in Figure 8 (a).  Figures 10 (a) and (b) show that the simulations 
almost converge with the plastic solution. However, the damage plots in Figure 9 indicated 
that cracks penetrate the direct strut for the length-to-depth ratios larger than 0.8, and the ratio 
between the maximum reaction and STM solution should, therefore, be less than one in  
Figure 10 (b). 
 

 
(a) 

 
(b) 

Figure 10. (a) Maximum reaction force as the shear span-to-depth ratio varies and (b) “Kani’s 
valley” for the different load rates. 
 

3.3 Comparison distributed and concentrated loads 

 
The stress fields for beams with a moment-to-shear ratio of 1.4 and 3.0 are compared for both 
loads types with a rate of 100 000 kN/s in Figure 11. Figure 11 (a) shows that the strut 
inclination for the beam under distributed loading is slightly steeper than for the beam with 
concentrated loading. This results in a smaller equivalent shear span of the distributed load 
𝑎v,q compared to the shear span 𝑎v,P of the beam with a concentrated load and the same 

moment-to-shear ratio. This discrepancy is much larger for the beams with a moment-to-shear 
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ratio of 3.0, as shown in Figure 11 (b). Here, the equivalent shear span of the distributed load 
is about half of the shear span of the concentrated load. The results indicate an insufficient 
relation between moment-to-shear and length-to-depth ratios for this load rate. 

This is further shown for all cases in Figure 12. In Figure 12 (a), all results for beams with 
distributed loads are slightly shifted to higher moment-to-shear ratios, indicating that the 
relation between the moment-to-shear and length-to-depth ratio is overestimated. The results 
of this is shown in Figure 12 (b). The relation between the maximum support reaction for the 
simulation of the concentrated load 𝑅Max,P and distributed load 𝑅Max,q at each moment-to-

shear ratio is a maximum of 0.8 for load rates 100 and 1000 kN/s, 0.7 for 10 000 kN/s and 0.6 
for 100 000 kN/s. 

(a) 100 000 kN/s (b) 100 000 kN/s
Figure 11. Stress fields and shear spans for beams loaded with distributed and concentrated 
forces at a load rate of 100 000 kN/s and: (a) a moment-to-shear ratio of 1.4 and (b) 3.0. 

(a) (b) 
Figure 12. (a) Maximum reaction force as the shear span-to-depth ratio varies and (b) ratio 
between the maximum reaction force for beams with concentrated and distributed loads. 

The relation between moment-to-shear ratios and length-to-depth ratios was modified in 
Figure 13 for the distributed loads to better account for the observed equivalent shear-spans 
shorter than the quarter-length. Simulations using 𝐿/6.9𝑑, 𝐿/5.8𝑑 and 𝐿/5.1𝑑 for load rates 
spanning 100 – 100 000 kN/s were shown to better represent the beams simulated in this 
paper. The results are compared to the beams with concentrated loads in Figure 13 (a), 
indicating good convergence except for the highest load rate of 100 000 kN/s, where the 
effective shear-span for the distributed load did not increase with length after a certain level. 
The results in Figure 13 (b) indicate that the results for both load cases match well, and the 
STM model based on concentrated loads, which converged with simulation results, may also 
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be used for distributed loads. This is if the moment-to-shear ratio is corrected. The corrected 
moment-to-shear ratio may be described by 

𝑎/𝑑 = 𝐿/(𝛼4𝑑 ) (6) 

where 𝛼 is a correction factor dependent on the load rate �̇� (kN/s), which may by power-fitting 
be determined as 

𝛼(�̇�) = 1.2 + 1/133 �̇�1/𝑒 (7) 

consisting of a constant term of 1.2, indicating a discrepancy of 20% also for static loading 
when the load rate is small, and a load rate dependent term which accounts for inertia effects. 
This function is only fit to data spanning 100 – 100 000 kN/s, and the effect of smaller or larger 
load rates is not considered. Also, the effect of other variables such as material or geometrical 
properties of the beam is not considered. 

(a) (b) 
Figure 13. (a) Maximum reaction force as the shear span-to-depth ratio varies (with correction 
to the shear slenderness for distributed loads) and (b) the resulting ratio between the 
maximum reaction forces.  

4 CONCLUSIONS 

The results indicate that simple strut and tie models with strength reduction factors 
following static design provisions are sufficient for a conservative prediction of the shear 
capacity for a wide range of load rates and shear span-to-depth ratios. For instance, this 
model may be used to determine the maximum capacity of impact-loaded beams. Similar 
calculations for beams with distributed loads and with moment-to-shear ratios determined 
as 𝐿/4𝑑 were over-conservative, and a correction factor dependent on the load rate was 
proposed. This correction factor does, however, not consider the observed effect for high 
load rates where the moment-to-shear ratio did not change with increasing loaded length. 
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Abstract 
Reinforced concrete (RC) is commonly used in defence and protect ive structures such as 
shelters and barriers. Such protective structures may be subjected to dynamic loads from 
explosions from conventional weapons. Protective structures are designed for a ductile 
response, thereby preventing shear-type failures. The results of this paper are based on 
experiments conducted on 27 reinforced concrete beams, where 18 were tested 
dynamically and 9 were tested statically at KTH Royal Institute of Technology. A mass was 
dropped onto the beams in the dynamic tests, while an MTS machine was used to perform 
the static tests. The load position was varied at different distances from one of the supports. 
The beams were designed with both compression and tensile reinforcement and three 
different configurations of shear reinforcement: no stirrups and stirrups with 90 mm and 45 
mm spacing, respectively. The tests were instrumented with load cells and accelerometers. 
The recorded data were analyzed, focusing on three main factors: the effect of load 
position, shear reinforcement configuration, and dynamic versus static loading effects. The 
results indicated that compression strut failures occurred when the load was positioned 
closest to the support, while the failure mode transitioned to flexural shear with the load 
further from the support. Beams without shear reinforcement exhibited inclined cracks, with 
a significant shear influence and less contribution from bending. In contrast, beams with 
higher shear reinforcement content predominantly developed bending cracks with a 
diminished influence from shear.  

1 INTRODUCTION 

Reinforced concrete (RC) structural elements are widely used in society and for defence 
purposes. Flexural and shear strength capacities determine the load capacity of concrete 
structures. Shear failure modes are brittle, sudden and occur without showing any warning 
signs before failure. In contrast, the flexural failure mode is desirable due to its ductility, 
showing early warnings before failure, such as wide cracks. Furthermore, ductile failure modes 
are also desirable under impulsive loads due to their larger energy absorption capacity, see 
Peterson et al. [1] and Peterson [2]. 

Magnusson [3] describes different shear failure mechanisms such as direct shear failure, 
failure caused by crushing or splitting of the compressive strut compressive strut, shear failure 
by shear compression and flexural shear failure. The occurrence of shear failure types is 
strongly dependent on loading conditions and shear slenderness, i.e. a/d where a is the length 
of the shear span and d is the effective depth of the beam. In a blast loading scenario with a 
distributed load across a concrete beam, the shear slenderness is, however, not well-defined. 
The shear slenderness varies throughout the response from a very small slenderness and 
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continuously increasing over time. Thus, it is of interest to investigate the shear response of 
beams for different values of shear slenderness.  

This paper aims to present selected results of an experimental study investigating different 
types of shear failures of beams subjected to both dynamic and static loading conditions. The 
investigation focused on point loads at different positions from one of the supports. The basis 
of this paper is a report by Abdalnour and Saliba [4] 

2 EXPERIMENTAL PROCEDURES 

2.1 Overview 

The experimental study included 27 concrete beams subjected to dynamic and static loads. 
The beams were designed with three different shear reinforcement configurations and only 
one longitudinal reinforcement configuration. In the investigation, 18 beams were subjected to 
drop weight tests and 9 beams were tested statically using an MTS machine. This paper 
focuses on a selected number of tests, i.e. 9 drop-weight tests and 3 static tests, see Table 1. 
The geometry of the tested beams is 150 × 150 × 800 mm with 3Ø8 tensile reinforcing bars, 
and 2Ø8 compression reinforcing bars of grade K500C-T. Further, the stirrups were of Ø6 of 
the same grade. Figure 1 illustrates the geometry of the beam designed with different shear 
reinforcement configurations.  

The concrete compressive strength was determined on 150 mm cubes, which resulted in a 
mean compressive strength of 43.7 MPa. Tensile tests on the rebars were conducted to 
determine the yield and ultimate strengths. The mean yield strength of Ø6 and Ø8 bars were 
547 MPa and 517 MPa, respectively, and the ultimate strengths were 515 MPa and 622 MPa 
for the corresponding bars. 

Table 1. Static and dynamic load capacity obtained from tests of beams with shear 
reinforcement S90. 

Beam number Load position Stirrup spacing [mm] 

B2-D 04d 45 

B4-D 1d 45 

B6-D 2d 45 

B11-D 04d NoS 

B13-D 1d NoS 

B14-D 2d NoS 

B19-D 04d 90 

B21-D 1d 90 

B24-D 2d 90 

B25-S 04d 90 

B26-S 1d 90 

B27-S 2d 90 

D: Dynamic test; S: Static test. NoS: No stirrups. 
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Figure 1. Schematic representation of the beams with different shear reinforcement 
configurations. 

2.2 Static tests 

The beams were tested statically by using an MTS machine, which enabled deformation-
controlled tests with a rate of 0.5 mm/min, see Figure 2. The concrete beams were supported 
by two roller supports on each side, and the loading point varied in the same way as in the 
dynamic tests, i.e., at distances of 0.4d, 1d, and 2d from one of the supports. The static tests 
were conducted at an age of around 60 days after casting. 

Figure 2. Set-up of the static tests [5]. 

2.3 Dynamic tests 

The dynamic tests were conducted by dropping a cylindrical steel mass of 70 kg from a height 
of 2.4 m onto the beams where the beam supports consisted of steel half-cylinders. A plastic 
tube was used to guide the mass during the tests. Two accelerometers were installed, one on 
top of the drop weight and the other on top of the beam at mid-span. The support reaction 
forces were registered with load cells beneath each support. Furthermore, a piece of fiberboard 
placed on the half of cylinder was used to soften the impact, see  Figure 3. The tests were 
conducted after approximately 40-60 days of casting. 

The impact force was determined from the deceleration of the striker at impact. The 
acceleration measured on top of the striker was filtered using a low-pass filter with a cut-off 
frequency of about 2 kHz. This resulted in mainly rigid-body deceleration. The impact force 
was then approximated as the product of the rigid body deceleration and the total mass of the 
striker. 

58



Figure 3. Set-up of the dynamic tests [5]. 

3 RESULTS 

3.1 Variation of load position 

This section includes the results of the dynamically loaded beams with emphasis on the 
differences caused by different load positions for the same shear reinforcement configuration. 

3.1.1  Beams without shear reinforcement 

As the load position moved from 0.4d to 2d, the acceleration, velocity, and displacement 
increased. B11 exhibited lower acceleration, velocity, and displacement compared to B13 and 
B14, indicating that B11 had a stiffer response compared to the latter, according to Abdalnour 
and Saliba [4]. 

According to the recorded data, shown in Figure 4, the reaction forces decreased as the impact 
point was further from the support, i.e., the reaction forces for beams tested with load position 
2d are smaller than the reaction forces for beams tested at load positions 0.4d and 1d. This 
indicates a lower shear capacity for the beam with a load positioned 2d from the support. 

Figure 4. Impact force (left) and reaction forces LC (right) for beams B11, B13 and B14. 

Cracks caused by impact load at different positions are shown in Figure 5. The number of 
cracks formed increased as the distance between the loading position and the support 
increased. Additionally, B11 and B13 failed primarily in shear failure caused by a crushed 
compressive strut, when cracks initiated at the support and propagated towards the impact 
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load. Furthermore, the failure mode shifted to flexural shear failure at a loading position 2d, 
where shear cracks propagated from flexural cracks and upward. 

Figure 5. Cracks from dynamic loading of beams without shear reinforcement. 

3.1.2 Beams with S90 configuration 

The impact forces for B19, B21, and B24 are presented in Figure 6. The reaction force for the 
closest support decreased as the loading position moves from 0.4d to 2d. As shown in Figure 
7, B19 and B21 failed by shear mode of the crushed compressive strut, which followed the 
same failure mechanisms for B11 and B13, beams without shear reinforcement. On the other 
hand, B24 exhibited a flexural mode. 

Figure 6. Impact force (left) and reaction forces LC (right) for beams B19, B21, and B24. 
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Figure 7. Cracks from dynamic loading of beams with shear reinforcement S90. 

3.1.3 Beams with S45 configuration 

In general, beams with shear reinforcement configurations S90 and S45 exhibited similar 
behaviour in terms of crack formation, and contact and reaction forces. Figure 8 shows that 
the reaction forces, measured at the closest support to impact point, tend to be smaller as the 
loading position moves from 0.4d to 2d. The impact force is largest for B4 and smaller for B6 
and B2. From crack drawings in Figure 9, B2 and B4 failed in the shear mode caused by a 
crushed compressive strut. This can be seen in the diagonal crack towards the impact position. 
B6 showed mainly vertical cracks indicating a flexural mode. 

Figure 8. Impact force (left) and reaction forces LC (right) for beams B2, B4, and B6. 
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Figure 9. Cracks in beams with shear reinforcement S45. 

3.2 Shear reinforcement configuration 

This section includes the results of the dynamically loaded beams, emphasising the differences 
caused by varied shear reinforcement configurations at fixed load positions. 

3.2.1 Load at position 0.4d 

The reaction forces for beams B11 and B19, with configuration NoS and S90, were found to 
be almost the same value, as shown in Figure 10. Meanwhile, the reaction force of beam B2, 
with S45 reinforcement configuration, is significantly smaller. Maximum contact force was 
obtained by beam B11, beam without shear reinforcement. Figure 11 shows the cracks, and it 
is clear that all beams failed in shear failure by a crushed compressive strut. The cracks in all 
beams initiated at the support and propagated toward the impact point.  

  

Figure 10. Impact force (left) and reaction forces LC (right) for beams B11, B2, and B19.  
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Figure 11. Cracks from dynamic loading of beams, loaded at the 0.4d position. 

3.2.2 Load at position 1d 

The beam without shear reinforcement exhibited significantly larger acceleration, velocity, and 
displacement compared to the beam designed with shear reinforcement configurations S90 
and S45, which exhibited approximately the same values. In addition, an effect of missing 
shear reinforcement when the acceleration for beam B13 decreased slowly, according to 
Abdalnour and Saliba [2]. 

In Figure 12, Beams without shear reinforcement got hold of the maximum contact force which 
decreased as the shear reinforcement content increased. The reaction forces for beam without 
shear reinforcement, B13, were slightly larger than the reaction forces for beams with shear 
reinforcement B4 and B21, which were found to be almost of the same magnitude. 

Figure 12. Impact force (left) and reaction forces LC (right) for beams B13, B4, and B21. 

The shear reinforcement content has an influence on the number of observable cracks, see 
Figure 13. The beam without shear reinforcement (B13) exhibits the lowest number of cracks, 
while the number of the cracks for beams B21 and B4 with shear reinforcement configurations 
S90 and S45 are similar. 

63



Figure 13. Cracks from dynamic loading of beams, loaded at the 1d position. 

3.2.3 Load at position 2d 

Figure 14 shows that B24 obtained the largest maximum contact force, and a smaller minimum 
force is obtained by B14. The reaction forces are almost equal amongst the beams B6 and 
B24, and slightly smaller for the beam B14. 

Figure 14. Impact force (left) and reaction forces LC (right) for beams B14, B6, and B24. 

In Figure 15, shear reinforcement content has a clear effect on failure mode, where beams 
reinforced with configuration S90 and S45 responded in a flexural mode, while beam without 
shear reinforcement exhibited a flexural shear failure mechanism which is indicated by the 
large inclination of the cracks.  
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Figure 15. Cracks from dynamic loading of beams, loaded at the 2d position. 

3.3 Effect of loading condition 

The response of reinforced concrete structures differs depending on whether they are 
subjected to dynamic or static loading conditions. This section presents results for beams 
designed with the same amount and reinforcement arrangement, tested both dynamically and 
statically. The results presented in this section correspond to beams with shear reinforcement 
configuration S90. 

In the results obtained from the static load tests, an initial displacement of 4 mm was observed, 
which could be attributed to the compression of the rig that contained the MTS machine before 
the deformation of the beams was initiated. The figures also display minor peaks due to the 
loading process, as the load was stopped every 10 kN to study the damage progression. The 
contact force registered during the dynamic tests will be used to observe the dynamic load 
capacity. 

3.3.1 Load at position 0.4d 

B19 failed at a load of 130 kN and displacement of 10 mm in the static test, shown in Table . 
In contrast, a similar beam, B25, with the same load position under dynamic conditions failed 
at approximately 250 kN as obtained from the reaction force. 

3.3.2 Load at position 1d 

The static load capacity for B26, was up to 134 kN as shown in Table , further, the displacement 
was up to around 10.5 mm. Meanwhile, the dynamic load capacity of a similar beam, B21, was 
approximately 180 kN with a displacement of 12 mm. 

3.3.3 Load at position 2d 

B27, when statically loaded, showed a similar trend as the cases with load positions 0.4d and 
1d, where the static load capacity is significantly lower than the dynamic load capacity. The 
static load capacity for B27, according to Table , is found to be 96 kN, while the reaction force 
for a similar beam tested dynamically, B24, was found to be approximately 140 kN. The 
displacement under static loading was greater than that under dynamic loading, with values of 
18.4 mm and 13.9 mm, respectively.  
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Table 2. Static and dynamic load capacity obtained from tests of beams with shear 
reinforcement S90. 

Load position 0.4d 1d 2d 

Static load capacity [kN] 130 134 96 

Dynamic load capacity [kN] 250 180 140 

The cracks, shown in Figure 16 (a) and (b), indicate that beams tested at load positions of 0.4d 
and 1d tested statically and dynamically failed in a shear by a crushed compressive strut. 
Furthermore, at load position 2d, the failure mode is flexural shear, which occurrs in both static 
and dynamic tests, as shown in Figure 16 (c). 

(a): B19-S & B25-D at position 0.4d. (b): B21-D & B26-S at position 1d. 

(c): B24-D & B27-S at position 2d. 

Figure 16. cracks for beams tested statically and dynamically. 

4 DISCUSSION 

4.1 Influence of load position 

It was observed that that the acceleration of the beam increased as the load position shifted 
from 0.4d to 1d and 2d. This behaviour is because when the load strikes close to the support, 
a relatively large portion of the impact force is transferred through the compressive strut directly 
to the support. As a result, the beam accelerations are limited. However, as the load moves 
away from the support, the transferred forces through the compressive strut become smaller 
and the remaining load is transferred by bending of the beam. Thus, the failure mechanism 
shifts from shear failure, characterized by crushed compressive struts into a flexural shear 
failure. An interesting example of flexural shear failure can be seen in B14, which had a loosen 
part in the unloaded side of the beam. An explanation for the loosening part is possibly the 
activation of the dowel action of the flexural reinforcement. 
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4.2 Influence of shear reinforcement 

Beams tested at load position 0.4d showed similar responses and almost the same crack 
patterns. At load positions 1d and 2d, beams without shear reinforcement exhibited cracks, 
which were strongly influenced by shear but also bending cracks. In contrast, the cracks in the 
beams with shear reinforcement configurations S45 and S90 exhibited more flexural cracks, 
indicating a stronger influence of a bending behaviour and a reduced influence from shear. 
This was specifically the case for the test with load position 2d where the flexural shear failure 
of the beam without shear reinforcement was prevented in beams with reinforcement 
configurations S45 and S90. This observation is a clear indication that the beams exhibited 
greater shear capacity with shear reinforcement S45 and S90 compared to beams without 
shear reinforcement. 

4.3 Influence of load condition 

From the obtained results, the beams exhibited greater dynamic load capacity than the static 
load capacity. It was also found that the beams tested (S90) at load position 2d, exhibited 
different behaviours depending on type of the loading. The beam dynamically tested exhibited 
a flexural mode, while the statically loaded beam failed in flexural shear. This indicates that the 
flexural shear capacity during dynamic loading is larger than that during static loading.  

5 CONCLUSIONS 

• The load position has a clear influence on the failure mode mechanism, shifting from
shear failure to flexural shear failure as the load moved away from the support.

• The load capacity of the beams differs depending on the loading condition and whether
the load is applied statically or dynamically.

• The tests indicate that the flexural shear capacity during dynamic loading is larger than
the capacity during static loading.

Understanding behaviour of reinforced concrete structure subjected to blast and impact load 
can be complex. For future research, it is of interest to analyze the failure mechanism and 
beam response using the finite element method. Another interesting factors to investigate are 
the influence of the beam depth and boundary conditions. 
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Abstract 
Debris flow disasters cause severe damage and pose a significant threat to human life in 
Japan. In particular, the frequency of such disasters caused in small-scale streams has been 
increasing. Consequently, the need for effective mitigation measures in these environments 
has become urgent. However, implementing such measures is challenging because small-
scale streams are often located near residential areas, leaving limited space for construction. 
Flexible barriers have been widely adopted as protective structures due to their relatively light 
weight, ease of installation, and suitability for narrow construction sites. Despite their 
widespread use, their structural performance under debris flow impact remains unclear. 
Therefore, this study focuses on debris flow patterns and examines how these patterns 
influence the impact on flexible barriers. A series of flume experiments was conducted to 
investigate different debris flow patterns impacting a flexible barrier model. The debris flow 
models have different debris flow in velocities and depths. Two types of flexible barrier models 
were tested -one made of steel wires and the other of nylon nets- to evaluate the effect of 
barrier material stiffness. Additionally, a rigid barrier model was inclined as a reference to 
quantify the relative buffering capacity of flexible systems. The experimental results indicate 
that the maximum tensile force in the lower rope of a flexible barrier occurs when the debris 
flow pressure reaches the middle height of the barrier, while the maximum tensile force in the 
upper rope occurs when the debris flow reaches the top of the barrier. The tensile force in the 
rope of steel wire model was larger than that of the nylon net model. In contrast, the impact 
load acting on both types of flexible barriers showed little difference. Furthermore, the tests 
demonstrate that flexible barriers can reduce peak impact loads by up to approximately 50% 
compared to rigid barriers, thereby enhancing energy dissipation under debris flow events. 
Nonetheless, in some scenarios, the peak impact loads on flexible and rigid barriers were 
nearly identical. These findings reveal that debris flow velocity significantly affects the impact 
buffering capability of flexible barriers. As debris flow velocity increases, the effectiveness of 
flexible barriers to reduce impact loads diminishes, making their performance converge with 
that of rigid barriers. These insights contribute to a more comprehensive understanding of 
debris flow protective structure and provide guidance for the design, placement, and 
implementation of flexible barriers in small-scale streams. 

1 INTRODUCTION 

Debris flow is a natural phenomenon in which a mixture of water, boulders, gravel, and other 
sediments rapidly flows down a mountain stream, and is typically triggered by heavy rainfall 
or similar events. Once a debris flow occurs, it can severely damage human life and property. 
Countermeasures constructed from rigid materials, such as concrete and steel, are commonly 
employed to mitigate the impact of debris flows. In recent years, numerous structures of this 
type have been constructed [1, 2]. Extensive research has been conducted on rigid structures, 
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including closed concrete and open steel dams, and their design methodologies are well-
established in Japan [3]. However, rigid dams made of concrete and similar materials often 
require large-scale construction, which makes them unsuitable for small-scale streams. In 
recent years, the frequency of debris-flow damage originating from small-scale streams has 
increased, highlighting the need for effective preventative measures [4]. 
    As illustrated in Figure 1, flexible barriers are constructed from materials such as steel nets 
and cables, making them relatively lightweight and easy to install. Because of these 
advantages, they are considered promising countermeasures for small-scale streams and 
numerous construction examples have been reported in various countries [5, 6]. However, 
despite several proposed design methodologies for flexible barriers [7-10], the interaction 
between deforming flexible barriers and debris flows is highly complex. Huo et al. [11] 
performed flume experiments using a 3D-printed flexible barrier model and demonstrated that 
the static load acting on the barrier can be estimated using a hydrostatic pressure-based 
model that accounts for the piled sediment height. Xiao et al. [12] examined the response of 
flexible barriers to three types of debris flows through experimental studies and a discrete 
element method (DEM). Their findings revealed that sediment segregation and the average 
gravel diameter within the debris flow significantly influenced the load exerted on the flexible 
barrier, leading to the proposal of a design framework tailored to the anticipated properties of 
the debris flow. Kong et al. [13] explored the relationship between barrier deformation and 
load by employing a coupled simulation approach that integrated computational fluid dynamics 
(CFD) and DEM. 
 Wendeler et al. [14] highlighted the buffering effect resulting from net deformation as a 
structurally advantageous feature of flexible barriers. Numerous studies have focused on the 
buffering effect. For instance, Ashwood et al. [15] demonstrated that the buffering effect 
becomes significant when the deformation of a flexible barrier exceeds 25% of the debris flow 
depth, with further enhancement observed when the deformation reaches a comparable level. 
Song et al. [16] conducted an experiment involving various types of debris and sediment flows 
with different bulk densities and revealed that the load exerted on flexible barriers was 
generally lower than that on rigid barriers. In addition, when the debris flow conditions were 
held constant and the cable stiffness was varied [17], a buffering effect was observed; 
however, the acting load remained constant regardless of the net deformation. This finding 
contradicted the results reported by Ashwood et al. [14]. Although these studies investigated 
the influence of cable stiffness, the net stiffness, which serves as the trapping surface, was 
not examined. Furthermore, it has been suggested that the viscosity of test materials may 
influence the buffering effect. By contrast, flume experiments conducted by Berger et al. [18] 
and Wendeler et al. [19] indicated that the load acting on a flexible barrier can be greater than 
that acting on rigid barriers, diverging from previous findings. This discrepancy may be 
attributed to the fact that the gravel impacting a rigid barrier is often deflected above the dam, 
converting its kinetic energy into potential energy. In contrast, gravel striking a flexible barrier 
was captured within the trapping surface, potentially resulting in higher energy absorption by 
the flexible barrier. Consequently, there is no consensus regarding the buffering effects of 
flexible barriers.  

Figure 1. Photograph of flexible barrier trapping boulders (Magawa-river, Toyama, Japan) 
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 Studies examining the buffering effects of rubber and other materials known to exhibit 
similar impact mitigation properties have demonstrated that the buffering effect diminishes as 
the impact velocity increases [20-22]. This suggests that the velocity of the debris flows may 
influence the buffering effect of flexible barriers.  
 This study aims to identify the factors affecting the buffering effect of flexible barriers, with 
a particular focus on the velocity of debris flows. To achieve this, four types of debris flow with 
varying flow velocities were generated and their buffering effects were systematically 
compared. Additionally, the influence of the net stiffness was investigated by comparing two 
distinct levels of stiffness. 

2 EXPERIMENTAL METHODS 

2.1 Overview of experimental device 

The experimental setup is shown in Figure 2. In this study, a load measurement device 
was installed downstream of the experimental channel to measure the load exerted by the 
debris flows. Gravel mixed with water was introduced from the upstream end of the 
channel to simulate debris flow. The experimental channel measured 4,350 mm, 300 mm, 
and 500 mm in length, width, and depth, respectively, as shown in Figure 3. The bed 
inclination of the channel was adjustable within a range of θ = 0 ° to 20 ° and was set to θ 
= 15 °, based on precedents for the installation of a flexible barrier as a debris flow 
countermeasure [23, 24]. To promote debris flow segregation, bed roughness elements 
with 20 mm spacing, 5 mm height, and 10 mm width were installed upstream of the load 
measurement device [25]. In addition, two laser displacement gauges (LB-300, 
KEYENCE) were positioned 1.0 m apart upstream of the load measurement device to 
measure the flow depth and calculate the velocity of the debris flow. The experimental 
scale was set to 1/20, based on Froude’s similarity law. 
 
2.2 Load measurement device 
Figure 4 illustrates the load measurement device. The main body of the device was 
mounted on a guide rail, enabling horizontal movement in both upstream and downstream 
directions. A trapping surface was attached to the main body, and compression load cells 
(LMB-500-N, KYOWA, Japan) were installed downstream of the main body. These 
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Figure 3. Schematic of experimental channel Figure 2. Overview of experimental device 
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Figure 4. Photograph of Load measuring device 
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compression load cells engaged when the trapping surface captured the debris flow, 
allowing the load acting on the trapping surface to be measured. The sum of the loads 
measured by the compression load cells was referred to as the total load. 
Three types of trapping surface models were installed on the main body: ring-shaped nets 
(flexible: Fs), tortoiseshell-shaped nets (flexible: Fn), and wooden plates with a transparent 
structure (rigid: Ro), as depicted in Figure 5. Each model had a dam height of 200 mm and 
an effective width of 300 mm. corresponding to an actual scale dam height of 4.0 m and 
width of 6.0 m. The lower rope was positioned 16 mm above the channel bed because of 
its connection to the tension load cell. The mesh spacing of each model ranged from 16 
mm to 18 mm. The flexible-net models were supported by cables threaded through meshes 
on the top, bottom, left, and right sides. The eyelets are attached to the ends of the top 
and bottom cables on both the left and right sides. The left shore-side end was connected 
to a tension load cell (LUR-A-200NSA1, KYOWA) via a pulley to measure the tension 
generated during the debris flow capture. The right shore-side end was connected to a 
turnbuckle and an initial tension of 1.0 N was applied to ensure uniform experimental 
conditions. A wooden plate is fixed directly to the main body. In this study, the tensions in 
the top and bottom cables are referred to as the top and bottom tensions, respectively. 
The measurements were performed using an energy-dispersive X-ray spectrometer (EDX-
100A, KYOWA) with a sampling frequency of 100 Hz [26]. 
The stiffnesses of the flexible surfaces were also compared to investigate the effect of 
stiffness on the load. Uniaxial tensile tests were conducted on the flexible surfaces to 
determine their stiffness. In the tests, a net specimen with a side length of 80 mm was 
used to allow movement in the horizontal tensile direction. Figure 6 presents a comparison 
of the uniaxial tensile test results for the two types of flexible trapping-surface models, Fs 
and Fn. The results confirmed that Fs, which was constructed from steel wire, exhibited 
higher stiffness than Fn, which was made of nylon. The cables supporting the net models 
were made of the same material as the trapping surfaces, with Fs using a steel wire and 
Fn using a nylon cable. Table 1 summarizes the specifications of the trapping-surface 
models used in the experiments. 
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2.3 Debris flow model 

Four types of gravel (specific gravity: 1.9) with particle sizes of 25-20 mm, 20-15 mm, 15-
10 mm, and 10-5 mm were used as materials for the debris flow, as shown in Figure 7. 
These gravels were colored gray, green, yellow, and red, respectively. The total amount 
of gravel used was 20 L. Figure 8 shows the particle size distribution of the mixed material, 
which indicates a maximum gravel diameter of d95 = 16 mm and an average gravel 
diameter of d50 = 10 mm. The mesh size of the trapping surface models used in this 
experiment corresponds to approximately 1.0 times the maximum gravel diameter d95 of 
the debris flow model. Gravel was piled in a trapezoidal shape approximately 4.0 m 
upstream of the load measurement device, and the debris flow model was generated by 
steadily supplying water at a constant flow rate from behind the gravel piles. Four types of 
debris flow models were generated using two initial setting heights (50 mm, and150 mm) 
and two types of flow rates (4.0 L/s, 6.8 L/s). The initial setting height refers to the vertical 
distance from the bottom of the channel to the top of the trapezoidal-piled gravel.  
Figure 9 illustrates an example of a debris flow pattern. Relatively large amounts of gray, 
green, and yellow gravel were concentrated near the front of the debris flow, confirming 
the occurrence of a sorting phenomenon. Table 2 summarizes the specifications of each 
debris flow model derived from the measurements. The flow depths represent the average 
values, and the flow velocities are calculated based on the time difference between the 
recordings from the two laser displacement gauges. Four distinct flow velocities were 
examined in this experiment. 

2.4 Experimental cases 

Table 3 lists the experimental results. A total of 12 tests were conducted, in which debris 
flows with four different flow velocities collided with three different types of trapping 
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Figure 7. Composition of debris flow model 
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Figure 9. Example of flow form 
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Table 2. List of debris flow specification 
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surfaces: Fs, Fn, and Ro. The total loads of the flexible and rigid trapping surfaces were 
compared to examine the load-buffering effect of the flexible trapping surface. The results 
were compared for each difference in flow velocity, and their influence was considered. 
The stiffness of the flexible trapping surface was also examined.   

3 EXPERIMENTAL RESULTS AND DISCUSSION 

3.1 After trapping each model and net deflection 

The condition of each trapping-surface model after debris-flow trapping is presented. Figure 
10 shows the appearance of each model for a flow rate of Q = 4.0 L/s, and an initial setting 
height of hs = 5 mm, which corresponds to the lowest velocity test. Most of the gravel in contact 
with the trapped surface was gray, green, or yellow and consisted of relatively large particles, 
indicating a bouldery debris flow model. It was also confirmed that the height of the deposited 
gravel did not reach the dam height in any case.  The flexible trapping surface deformed upon 
impact, with net deflections of 70 mm in the case of Fr, and 95 mm in the case of Fn. This 
result confirms that a surface with a lower stiffness result in a greater net deflection. Figure 
11 illustrates the state of each model after debris flow trapping at a flow rate of Q = 6.8 L/s, 
and an initial setting height of hs = 15 mm, which represents the highest velocity test. In this 
case, the height of the deposited gravel reached the dam height in all models. The 
deformations of the flexible trapping surface were 95 mm for Fr and 130 mm for Fn, both of 
which were greater than those observed in the low-flow velocity test. The net deformation 
reached approximately half of the height of the dam. Furthermore, it was clarified that the 
stiffness of the trapping surface affected the amount of deformation after debris flow trapping. 
The gradient of the gravel deposited at Ro, where the trapping surface did not deform, was 
steeper than those observed at the flexible trapping surfaces Fr and Fn. 

3.2 Comparison of load time history 

This section compares the time history of the measured load between the rigid and flexible 
trapping surfaces and examines the effect of the stiffness of the flexible trapping surface. 

Debris flow parametersTrapping

surface
Test*

Flow rateInitial setting height

4.0 L/s
50 mm

Ring-net

Fr-5-S

6.8 L/sFr-5-L

4.0 L/s
150 mm

Fr-15-S

6.8 L/sFr-15-L

4.0 L/s
50 mm

Nylon-net

Fn-5-S

6.8 L/sFn-5-L

4.0 L/s
150 mm

Fn-15-S

6.8 L/sFn-15-L

4.0 L/s
50 mm

Wooden plate 

(open type)

Ro-5-S

6.8 L/sRo-5-L

4.0 L/s
150 mm

Ro-15-S

5.2 L/sRo-15-L

Table 3. Experimental case 

*test no. -trapping surface, -initial setting height, -flow rate 
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3.2.1 Comparison between rigid and flexible barrier 

First, the measurement results for the rigid and flexible trapping surfaces were compared. 

Figure 12 presents a graph comparing the load–time histories of the rigid and flexible trapping 

surfaces. This comparison focused on the results of Fr and Ro. Figure 12(a) compares the 
cases with the lowest flow velocities. It is evident that the total load was significantly smaller 
for Fr than for Ro. Additionally, although a distinct peak was observed in the total load for Ro, 

Side view Side view Side view 

(a) (b) (c) 

Figure 11. Photograph of after trap for high flow velocity (a) Test Fr-15-L; (b) Test Fn-15-L; 

(c) Test Ro-15-L 

Figure 10. Photograph of after trap for low flow velocity (a) Test Fr -5-S; (b) Test Fn -5-

S; (c) Test Ro-5-S 
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no clear peak was present for Fr, confirming the buffering effect of the flexible trapping surface. 
The cable tension was greater in the lower cable than in the upper cable, and there was almost 
no tension in the upper cable. This occurs at low velocities, as shown in Figure 10, and the 
debris flows before reaching the top of the dam. Therefore, the upper cable experiences 
tension only when it is pulled by the trapping surface. Figure 12(b) and (c) compare Fr-5-L 
with Ro-5-L and Fr-15-S vs. Ro-15-S. In these cases, peaks occurred in the total load for both 
Fr and Ro, and the peak values were more than twice as large as those observed for the lowest 
flow velocity case. Moreover, peaks were observed for both the upper and lower cable 
tensions. Furthermore, in both cases, the total load on the flexible trapping surface is smaller, 
demonstrating a buffering effect. However, for the highest flow velocity, as shown in Figure 
12(d), the maximum total loads on the flexible and rigid trapping surfaces were approximately 
the same, indicating that the expected buffering effect of the flexible structure could not be 
confirmed. This suggests that the effectiveness of flexible structures in buffering impact loads 
may be influenced by the flow velocity.  

3.2.2 Comparison of barrier stiffness  

Figure 13 shows a comparison of the time history of the load based on the stiffness of the 
flexible trapping surface. The results indicated that the total load was not affected by the 
stiffness of the flexible trapping surface, showing similar waveforms and values across all 
cases. This trend aligns with the findings of Song et al. [17], who investigated the effect of 
cable stiffness alone. Next, the tension generated in each cable was smaller for Fn, which had 
a lower stiffness than Fr. This result is consistent with previous studies [17]. Thus, in addition 
to the previously known effect of the cable stiffness, the stiffness of the trapping surface itself 
does not appear to influence the total load. On the other hand, Song et al. [17] found that 
cable stiffness significantly affects the applied load when a single boulder impacts the 
structure, with lower stiffness resulting in a smaller applied load. The difference in the results 
between the impact of a large number of boulders in a collective state and that of a single 
boulder is important for understanding the buffering mechanism of flexible structures. 
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However, this experiment did not fully clarify the mechanism, and further research will be 
conducted to address this issue. 

3.3 Effect of debris flow velocity 

Thus, the results suggest that the buffering effect of flexible structures is significantly 
influenced by the velocity of the debris flow, which is a parameter of the acting load, rather 
than by the stiffness of the trapping surface, which is a parameter of the structure. 
Therefore, this section examines the effect of debris flow velocity on the various results.  

3.3.1 Rise rate of total load 

Figure 14 shows the relationship between the increased rate of the total load and the flow 
velocity. The red circles represent the results for Fr, green diamonds represent Fn, black 
squares represent Ro, and the filled markers indicate the average values for each case. 
Here, the rise rate refers to the rate of increase in the total load and is defined as the load 
0.1 s after the initial load rises, divided by 0.1 s. Thus, a larger increase rate indicates a 
faster increase in the load, implying a more significant impact. The results showed that the 
rise rate generally increased with increasing flow velocity, suggesting that higher debris-
flow velocities lead to greater impact forces. In addition, the rate of increase was generally 
lower for a flexible trapping surface than for a rigid surface. This indicates that, upon 
impact, the deformation of the flexible trapping surface exerts a buffering effect, reducing 
the impact force.  

3.3.2 Maximum total load 

Figure 15 shows the relationship between the maximum total load and flow velocity. The 
results confirm that the maximum total load increases with flow velocity, regardless of 
whether the trapping surface is flexible or rigid. For flow velocities between 0.75 m/s and 
1.4 m/s, the total load on the flexible trapping surface is lower than that on the rigid surface. 
However, at 1.5 m/s, the total loads on both surfaces were approximately identical. The 
dotted lines show the results of the nonlinear regression using the square of the flow 
velocity for all results of Fr, Fn, and Ro. The reason for using the square of the flow velocity 
is that the fluid force of debris flows in Japan is defined as the square of the flow velocity, 
as expressed in Eq.(1). 

Fd = Kh∙
γ
d

g
∙Dd∙U

2
 (1) 

where Fd is the fluid force of the debris flow per unit width, U is the flow velocity of the 
debris flow, Dd is the depth of the debris flow, g is the acceleration of gravity, Kh is a 
coefficient (=1.0), and γd is the unit weight of the debris flow. The regression curves 
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obtained were Eq.(2) for the rigid trapping surface and Eq.(3) for both Fr and Fn for the 
flexible surface, and showed a relatively high correlation with the coefficient of 
determination R2 = 0.85. 

Fmax = 39U
2
 (2) 

Fmax = 34U
2
 (3) 

The regression coefficients for the rigid and flexible surfaces were 39 and 34, respectively, 
indicating that the load acting on the flexible trapping surface was smaller. This suggests 
that, under certain conditions, the flexible trapping surface reduces the impact load. 

3.3.3 Buffering effect 

Figure 16 illustrates the relationship between the buffering effect and the flow velocity 
based on Figure 15. In this experiment, the buffering effect refers to the ratio of the 
maximum total load acting on the rigid and flexible trapping surfaces and was calculated 
using Eq.(4). 

α = 
Fmax-R

Fmax-F
 (4) 

Where, α is the maximum load ratio, Fmax-R is the maximum load acting on the rigid trapping 
surface, and Fmax-F is the maximum load acting on the flexible trapping surface.  
   Thus, the smaller the maximum load ratio α, the higher the buffering effect. The 
maximum load ratio was 50% at a flow velocity of 0.75 m/s, which is approximately half 
that of the rigid trapping surface. However, it increased as the flow velocity increased. and 
At a flow velocity of 1.5 m/s, the load ratio was approximately 100%, meaning there is no 
buffering effect.  
   This suggests that as the debris-flow velocity increases, the buffering effect of the 
flexible structure diminishes beyond a certain threshold. In this experiment, the threshold 
was found to be 1.5 m/s, whereas the actual debris-flow velocity in natural settings can 
reach 6.7 m/s. Such velocities are common in mountain streams, highlighting the need for 
further discussions on the design of flexible structures that rely on the buffering effect.  

4 CONCLUSIONS 

This study focused on the influence of debris flow velocity and stiffness of flexible trapping 
surfaces by investigating the load-buffering effect of flexible structures. Laboratory 
experiments were conducted using two types of flexible trapping surfaces and a rigid 
trapping surface with debris flows at four different velocities. In addition, experiments were 
conducted using debris flows at four different flow velocities. The main findings are 
summarized as follows:  

1. The load acting on the flexible trapping surface is generally lower than that acting on 
the rigid trapping surface. However, once a certain velocity is reached, the load on the 
flexible trapping surface becomes approximately equal to that on the rigid trapping 
surface.  

2. A comparison of the two flexible trapping surfaces with different stiffnesses showed that 
the stiffness had little effect on the acting load. However, a higher stiffness results in 
greater tensile force.  

3. The results indicated that a higher debris-flow velocity led to a greater increase in the 
total load. Additionally, the increase rate of the total load for the flexible trapping surface 
was lower than that for the rigid trapping surface, suggesting that the flexible trapping 
surface mitigated the impact of the debris flow regardless of the initial collision velocity. 

 4. The magnitudes of the tensile force and applied load increased with flow velocity. 
Notably, the maximum total load exhibited a relatively strong correlation with the square 
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of the flow velocity, and the regression coefficient was lower for the flexible trapping 
surface than for the rigid trapping surface.  

5. The buffering effect of flexible structures as a debris flow countermeasure was found to 
be significantly influenced by debris flow velocity. Under these experimental conditions, 
a buffering effect was observed at flow velocities of 1.4 m/s or lower. In particular, at 
the lowest tested velocity, the maximum load on the flexible trapping surface was 
approximately half that on the rigid trapping surface. However, at a velocity of 1.5 m/s, 
the loads on the rigid and flexible trapping surfaces are nearly identical, indicating that 
the buffering effect is no longer present. This suggests the existence of a threshold flow 
velocity beyond which the flexible structures do not provide a buffering effect.  

 Notably, in this experiment, the mechanical similarity law for the trapping surface model 
was not fully satisfied. Therefore, the load values and other quantitative results obtained 
in this study cannot be directly applied under actual conditions. However,  the insights 
gained from the comparative analysis of the experiments contribute to a better 
understanding of flexible debris-flow countermeasures and are expected to serve as 
valuable guidelines for their design, placement, and implementation in small st reams. 
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Abstract 
Nowadays, the impact resistance of concrete structures has become a prominent concern 
for critical infrastructure operators, particularly amidst escalating geopolitical tensions. 
Regulators and design engineers know that reinforced concrete structures can only be 
developed with high efficiency by considering nonlinear structural and highly nonlinear 
material behavior. Therefore, specific guidelines on impact design provide instructions for 
design and analysis of structures required to resist impact loading. These instructions are 
usually based on published results and evaluated data of impact experiments carried out 
in laboratories. To widen the knowledge and increase the scientific data the Institute of 
Concrete Structures (IMB) at TUD Dresden University of Technology (TUD) has carried 
out many impact experiments on reinforced concrete specimens in recent years. A 
specially designed drop tower is available for this purpose on the premises of the Otto 
Mohr Laboratory, TUD.  
 
In the framework of the past research at TUD some important issues, such as influence of 
rebar arrangement, structural thickness, scalability of specimen and repeatability, with 
regard to experimental impact testing were investigated. This article presents the drop 
tower facility and research results of impact experiments on reinforced concrete slabs. 
First, the scalability of impact experiments will be discussed in conjunction with already 
known theoretical scaling parameters provided by researchers in the past, e.g. 
Rüdiger et al. [1]. Scalability of experimental data is of huge importance since protective 
structures made of reinforced concrete differ usually in size in comparison to experimental 
specimens. The second important research focus is on repeatably of impact experiments. 
Since impact experiments are usually time consuming and expensive, a certain impact 
scenario is mostly carried out only once. It is intended to show the range of deviation of 
impact tests on some already carried out experiments on reinforced concrete slabs. A 
possible standard deviation is estimated for the applied test setup.  
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1 INTRODUCTION 

Structural elements made of reinforced concrete (RC), such as slabs and beams used in 
buildings of critical infrastructure, may be subjected to low-velocity impact loads during their 
service life. These impact loads are caused by events such as falling objects, vehicle 
collisions, or debris strikes [2], [3]. Unlike static loads, low-velocity impacts generate short-
duration forces of high intensity, leading to complex structural responses that include localized 
damage, spalling, and punching shear failure.  
Understanding the behavior of RC structures under such load conditions is vital for ensuring 
the safety and resilience of infrastructure. For that reason, RC structures exposed to impact 
loads are typically designed and evaluated based on advanced experimental research 
conducted at specialized facilities such as Meppen or VTT, and reported in studies by 
Rüdiger et al. [1] and Saarenheimo et al. [4] respectively. While significant progress has been 
made in understanding the impact response of RC elements, ongoing research and testing 
are crucial to addressing unresolved questions related to impact loading. 
Experimental studies on scaled specimens are often conducted due to limitations in testing 
full-scale structures. However, transferring results from small-scale tests to real-size 
structures requires careful consideration of scaling laws and potential size effects [5]. The 
scaling problem was addressed for instance by, Weber [6], Sugano et al. [7] and Horschel [8]. 
While Weber [6] dealt with the issues of similarity physics across disciplines, the core topic of 
impact was taken up much more by Sugano et al. [7]. The focus of the Sugano group was 
more on the scalability of an engine and scaled representation of impact experiments. The 
use of scaling laws enables the extrapolation of results from scaled models to full-sized 
structures, but this process introduces complexities. Scaling effects—such as differences in 
material behavior, strain rates, and energy dissipation mechanisms—can lead to 
discrepancies between model predictions and actual structural responses. For instance, 
traditional scaling laws based solely on geometric similarity (see Tab. 1) may not fully account 
for nonlinear material properties or dynamic effects under impact. The behavior of an impact 
loaded scaled target structure is discussed in the work of Horschel [8]. 
 

Parameter Dimension 
Reference 

model 
Scaled 
model 

Length     L d       φ·d 

Mass     M m       φ
3

·m 

Time     T t       φ·t 

Velocity     LT
-1

 v       v 

Acceleration     LT
-1

 a       φ
-1

a 

Force     MLT
-2

 f       φ
2

·f 

Table 1. Parameter scaling for impact experiments. Dimensional scaling relationships for a 
reference model and a scaled model (scaling factor φ), following Sugano et al. [7]. 

Repeatability is another critical aspect of experimental research on RC slabs. Impact tests are 
inherently variable due to factors such as material heterogeneity, test setup inconsistencies, 
and accuracy of used sensors. Ensuring repeatable results is essential for validating 
experimental findings and developing reliable design guidelines. Yet, achieving high 
repeatability remains challenging, particularly in dynamic impact tests where even minor 
variations can significantly affect the outcomes. Our investigations have shown that repeated 
drop-weight impact tests often exhibit large scatter in results, with measured values typically 
falling within a range of the mean of ± 2 standard deviations (s) [11]. Quantifying this variability 
is crucial for improving the reliability of experimental data and establishing confidence in 
design recommendations. 
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1.1 Research Significance 

This study aims to address two fundamental challenges in impact testing of RC slabs: scaling 
and repeatability. By analyzing experimental data of scaled tests, we seek to refine our 
understanding of how scaling laws influence the dynamic response of RC slabs under low-
velocity impacts. Additionally, the study evaluates the repeatability of impact experiments by 
quantifying variations across multiple tests conducted under nearly identical conditions. This 
includes estimating standard deviations and identifying key factors contributing to variability.  
 
By addressing these critical issues, this study provides a foundation for bridging the gap 
between laboratory-scale experiments and real-world applications in structural engineering. 
The findings of our research can help to develop more accurate prediction methods. Especially 
with regards to scaling effects. This knowledge will ultimately lead to safer and more resilient 
structural designs of critical infrastructure capable of withstanding potential impact scenarios. 

2 TESTING FACILITIES AND MEASURING CONCEPT 

The scaled impact tests and repeatability tests were performed at the drop tower facility at 
Otto Mohr Laboratory (OML) at TU Dresden University of Technology. The tests with a scaling 
factor of 2.0 were performed at the Test Site for Technical Safety (Testgelände Technische 
Sicherheit - TTS) at Federal Institute for Materials Research and Testing (Bundesanstalt für 
Materialforschung und -prüfung - BAM). A brief description of the testing facilities follows:  

 
The drop tower facility of OML, TUD has two modes of applying impact loads: free-fall mode, 
and accelerated mode which was used in this study. The accelerated mode allows varying the 
impactors’ velocities in a wide range from 10 m/s to 160 m/s. The impactor mass is also 
variable from 5 kg to 60 kg, making the accelerated configuration ideal for performing scaling 
tests. The maximal diameter of the impactor is limited by the 100 mm inner diameter of the 
steel pipe that accelerates the impactor with compressed air of up to 16 bar. The detailed 
description of the drop tower is provided in [9] and [10]. 
 
The drop system at the TTS, BAM is a purely gravity-driven test facility, utilizing a cable 
winch to drop weights of up to 50 t. The maximum achievable speed is approximately 
16.6 m/s, corresponding to the maximum lifting height of 18 m. The facility features a 21 cm 
thick steel slab at its base, designed to support reinforced concrete slabs during testing. The 
RC slabs are supported at four points near the corners, allowing for precise measurement of 
test parameters according to the test plan. To facilitate this setup, a steel framework 
constructed from HEM100 profiles was developed. This framework can be securely friction-
fitted to the drop tower's steel slab via welding points, ensuring a stable and controlled testing 
environment. 
 
For all experimental investigations, the placement of sensors was consistent to ensure reliable 
and comparable data collection. Figure 2 illustrates the measuring plan of the four-point-
supported RC slab. The slab support force was measured using load cells labeled LC1 to LC4. 
The load cells have a circular contact surface with a diameter of 200 mm. Deflections were 
measured using a combination of laser displacement sensors L1 and L2 as well as Laser 
Doppler Vibrometer LDV.  
 
Laser L1 measured the midpoint deflection on the rear side of the slab. Sensor L2, positioned 
at 42 % of the slab's side length L from the center, also measured rear-side deflection, offering 
additional insights into deformation patterns away from the midpoint. The LDV was used to 
measure displacement on the front surface of the slab at a location 15 % of side L from the 
center. The utilization of contactless sensors ensured that the data is not influenced by the 
inertia of the movable core of standard LVDTs. The sampling rate was 200 kHz for all sensors. 
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Figure 1. Drop tower facility at a) OML, TUD (drawing: Tino Kühn); b) TTS, BAM (photo: BAM) 

 

 

Figure 2. Left: parametric slab design and position of laser sensors L1 and L2, Laser Doppler 
Vibrometer LDV and load cells LC1-LC4. Right: slab in the drop tower of OML, TUD. 

  

a) b) 

©Thomas Schubert 

 

83



 

3 INVESTIGATIONS OF EXPERIMENT REPEATABILITY  

3.1 Specimen and Material 

To evaluate the repeatability of impact experiments and the variability in results, a reinforced 
concrete slab with a side length of L = 1500 mm and height of H = 200 mm was selected. The 
slabs for the repeatability tests were made of concrete C35/45 with a maximal grain size of 
8 mm. Two layers of B500B reinforcement, with a diameter of 8 mm, were placed crosswise 
at the bottom and top of the slab. The reinforcement spacing was 100 mm. 
 
Identical slabs were tested under nearly the same conditions to ensure consistency in the 
experimental setup. The impact velocity was maintained at around 44 m/s to replicate impact 
scenarios without slab perforation. After each test, the slabs were visually inspected for 
damage and photographed to assess and compare the extent of cracking, spalling, and other 
failure mechanisms. This approach allowed for a systematic evaluation of the repeatability of 
the results and provided insights into the variability inherent in dynamic impact testing. 

3.2 Evaluation of Repeatability 

The repeatability of impact experiments has not been extensively studied due to the high costs 
and significant effort involved. Despite these challenges, understanding deviations and scatter 
in experimental results is crucial for developing reliable planning and assessment 
methodologies, particularly for structures and materials exhibiting nonlinear behavior under 
dynamic loading conditions. Nonlinearities, such as strain rate sensitivity and energy 
dissipation mechanisms, can amplify variability in impact responses, making repeatability a 
vital factor in validating experimental findings. Addressing repeatability in impact testing helps 
bridge the gap between laboratory-scale experiments and real-world applications, ensuring 
critical infrastructure can be assessed and designed with greater confidence. 
 
In previous work [11] we conducted an experimental study on the repeatability of impact tests, 
focusing on a small yet well-defined set of experiments. These tests were conducted under 
identical load levels and structural conditions, ensuring comparability and allowing for an 
adequate estimation of scatter ranges. The impact velocity of the considered tests varied less 
than 0.5 %. 

 
In [11] we demonstrated that when reinforced concrete structures exhibit nonlinear material 
and structural behavior, the results of impact tests show significant scatter. This variability is 
particularly pronounced due to factors such as strain rate sensitivity, energy dissipation 
mechanisms, and localized damage patterns under dynamic loading conditions. Two times 
the standard deviation from the mean value (±2s) is used as a determining limit for measured 
support forces, providing a statistically robust range within which most results are expected to 
fall (see Figure 3). 
 
In this study, a new equivalent test with RC slab called PL274 aligns well within this scatter 
range, as the calculated sum of the support forces fits within the established boundaries. At 
the beginning of the force-time curve, the sum of forces approaches the upper limit of +2s, 
indicating a tendency toward higher force values during this phase. Conversely, in the later 
stages of the experiment (between 6 ms and 10 ms), after the shear failure of the concrete 
structure, the force trends toward the lower limit of -2s, reflecting reduced structural resistance 
or lower impact force. The max peak value is 710 kN. It is less than the max values stated in 
[11] and occurs also on a different point of time, but it lies in the 12 % scattering range noted. 
If the test results for force behavior from PL274 were included into the statistical evaluation of 
our prior study [11], the existing scatter range of -2s to +2s would likely increase. 
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Figure 3. Average force-time diagram with ±2s bands for the total support forces 
(LC1+LC2+LC3+LC4) extracted from [11] with the new result PL274. 

 
The relatively high force measurements and resistance observed before fracture are further 
corroborated by deflection data obtained from the LDV, which was positioned on the top 
surface of the test specimen to provide precise displacement measurements during the impact 
event. At the beginning of the displacement-time curve, up to approximately 10 ms, the test 
specimen exhibits a more rigid response, with displacement lower than the mean value 
determined in [11], see Figure 4. Consequently, the dynamic reverse bending at its maximum 
(around 14 ms) is also lower. The max displacement of 5.7 mm is within the pronounced 
scattering range of 13 % of the given mean maximum value of 6.1 mm [11]. Here too, the new 
displacement measurement would slightly reduce the limits and mean value of the 
displacement data established in [11]. 
 

 

Figure 4. Displacement-time diagram with ±2s bands for the point near the center of the slab 
extracted from [11] with the new result PL274. 
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During the repeatability tests, concrete crushed directly under the impactor nose due to 
localized high energy input. This localized damage corresponds to the initial phase of high 
force measurements and lower displacement, indicating that the specimen resisted 
deformation before experiencing material failure. However, no spalling was observed near the 
impact location on the top surface. Based on visual inspection, the concrete around the impact 
site exhibited a few minor cracks, but no significant cracking was visible on the top surface of 
the slabs. The concrete scabbing was 20.15 kg for the slab PL274 as compared to the average 
scabbing of 18.13 kg and standard deviation of 4 % as reported in the previous study [11]. 
This means that the scabbing of PL274 lies slightly above the upper scattering band of 
19.59 kg (avg.+2s), suggesting a higher tendency for material loss in this test. 

4 INVESTIGATIONS OF SCALING 

Scaling effects in impact experiments on RC structures have been a subject of ongoing 
investigation. Previous studies, conducted using small- to medium-scale specimens within the 
drop tower facility at OML, TUD [12], [13], [14] have provided valuable insights into the 
behavior of scaled models. However, these initial investigations revealed limitations in the 
sensitivity of low scaling factors of around 1.5 to capture the most influential factors governing 
impact response. Similar findings were reported by other research institutes [15], which were 
also employing scaling factors of approximately 1.5. These observations highlighted that the 
low scaling factors of about 1.5 might not be sensitive enough to most influencing factors. To 
address these limitations, a present study expands the scope of investigation by incorporating 
experiments with a larger scaling factor of 2.0 in free-fall impact tests. 

4.1 Specimen, Material and Scaling Factors 

The experimental investigations to evaluate the scaling effects were performed in two stages. 
The concrete C35/45 and the steel reinforcement B500B was the same for both stages. In the 
first step only the drop tower facility at OML, TUD was utilized (see Sec. 2) and the maximal 
slab edge was 1800 mm. The scaling factors are shown in Table 2. 
 
Building on the findings from the first stage, the second stage of the research employed the 
drop tower at TTS, BAM (see Sec. 2), allowing for tests with a larger maximum slab edge of 
3000 mm. The corresponding scaling factors can be found in Table 3. The scaling parameters 
employed in the experimental study are presented in Table 2 and 3, outlining key dimensions 
and properties of both the impactor and the slab for four different scale factors φ: 0.8, 1.0, 1.2, 
and 2.0. The parameters were varied proportionally according to the chosen scaling factor, 
allowing a systematic analysis of the influence of scale on the impact response of the slabs. 
In Table 2 and 3 𝒅𝒅𝒊𝒊𝒊𝒊𝒊𝒊 is the impactor diameter, 𝑳𝑳𝒊𝒊𝒊𝒊𝒊𝒊 is the impactor length, 𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊 is the 

impactor mass. 𝑳𝑳 represents the side length of the square slab, 𝑺𝑺 is the span between the 
center of supports, 𝑯𝑯 is slab height (thickness), 𝒅𝒅𝒓𝒓𝒓𝒓 is the reinforcement diameter and 𝒔𝒔𝒓𝒓𝒓𝒓 is 
the rebar spacing. The scaling approach ensures that both internal (e.g., reinforcement 
configuration) and external (e.g., impactor geometry and mass) parameters are consistently 
adjusted to maintain geometric similarity across all scales.  
 
Whereas during the first phase the aggregate diameter 𝒅𝒅𝒂𝒂𝒂𝒂𝒂𝒂 was not scaled, in the second 

phase it was scaled from 8 mm to 16 mm. Also, the concrete cover (𝒓𝒓𝒓𝒓𝒄𝒄𝒄𝒄𝒓𝒓𝒓𝒓 ) was only scaled 
in the second stage and it increased from 25 mm to 50 mm for the scaling factors of 1.0 and 
2.0, respectively. These modifications aimed to ensure geometric consistency and capture the 
effects of material composition on impact response. The impactor velocity was maintained at 
about 13.6 m/s for phase two, enabling a direct comparison of structural behavior across 
different scaling conditions. 
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Scaling 
factor 

Impactor Slab Miscellaneous 

𝒅𝒅𝒊𝒊𝒊𝒊𝒊𝒊 𝑳𝑳𝒊𝒊𝒊𝒊𝒊𝒊 𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊 𝑳𝑳 𝑺𝑺 𝑯𝑯 𝒅𝒅𝒓𝒓𝒓𝒓 𝒔𝒔𝒓𝒓𝒓𝒓 label 𝒅𝒅𝒂𝒂𝒂𝒂𝒂𝒂 𝒓𝒓𝒓𝒓𝒄𝒄𝒄𝒄𝒓𝒓𝒓𝒓 

𝑚𝑚𝑚𝑚 𝑚𝑚𝑚𝑚 𝑘𝑘𝑘𝑘 𝑚𝑚𝑚𝑚 𝑚𝑚𝑚𝑚 𝑚𝑚𝑚𝑚 𝑚𝑚𝑚𝑚 𝑚𝑚𝑚𝑚  𝑚𝑚𝑚𝑚 𝑚𝑚𝑚𝑚 

0.8 66.7 200 5.44 1200 1000 160 8 80 PL238 8 20 

1.0 83.3 250 10.62 1500 1250 200 10 100 PL239 8 20 

1.2 100 300 18.40 1800 1500 240 12 120 PL245 8 20 

Table 2. Scaling parameters according to the similarity principle used during the first phase 
of the experimental work at OML, TUD for impactor velocity 47 m/s to 48 m/s. 

 

Scaling 
factor 

Impactor Slab Miscellaneous 

𝒅𝒅𝒊𝒊𝒊𝒊𝒊𝒊 𝑳𝑳𝒊𝒊𝒊𝒊𝒊𝒊 𝒊𝒊𝒊𝒊𝒊𝒊𝒊𝒊 𝑳𝑳 𝑺𝑺 𝑯𝑯 𝒅𝒅𝒓𝒓𝒓𝒓 𝒔𝒔𝒓𝒓𝒓𝒓 𝒅𝒅𝒂𝒂𝒂𝒂𝒂𝒂 𝒓𝒓𝒓𝒓𝒄𝒄𝒄𝒄𝒓𝒓𝒓𝒓 

𝑚𝑚𝑚𝑚 𝑚𝑚𝑚𝑚 𝑘𝑘𝑘𝑘 𝑚𝑚𝑚𝑚 𝑚𝑚𝑚𝑚 𝑚𝑚𝑚𝑚 𝑚𝑚𝑚𝑚 𝑚𝑚𝑚𝑚 𝑚𝑚𝑚𝑚 𝑚𝑚𝑚𝑚 

1.0 100 1055 59 1500 1250 200 8 100 8 25 

2.0 200 2330 472 3000 2500 400 16 200 16 50 

Table 3. Scaling parameters according to the similarity principle used during the second 
phase of the experimental work at TTS, BAM for impactor velocity of 13.6 m/s. 

 

4.2 Scaling Experiments Results 

A detailed description of the TUD scaling tests from the first phase is provided in [13]. In this 
work we focus on the results of the slabs impacted by an impactor traveling at velocities 
between 47 m/s and 48 m/s. The following presents key experimental results, including force-
time (Figure 5) and displacement-time (Figure 6) unscaled curves as recorded by respective 
sensors. The force-time curve represents the sum of the support forces measured by LC1 to 
LC4, while the displacement-time curves capture the deflection of the test specimen at the 
center of the rear side of the slab, as measured by L1 and near to the edge on the rear side 
of the slab as measured by L2 (see Figure 2). 
 
Figure 5 also compares the force-time history after applying the corresponding scaling factors 
listed in Table 2. The scaled experiments do not follow the same path exactly, as load transfer 
is heavily influenced by the shear failure behavior of the concrete structure. This shear failure 
behavior is further affected by the heterogeneity of the concrete, the strength of the 
aggregates and the formation of microcracks in the drying, setting and aging phase of the 
concrete. While the heterogeneity and microcracking are only minimally affected by the 
specimen size, the shear cone formation does not strictly follow the scaling factors, which 
explains why the force-time histories do not align perfectly. However, all results would still lie 
safely within the scattering range if PL238 would be the mean, confirming that the scaling 
factors remain valid within this scaling range. 
 
The displacement-time curves for both unscaled and scaled specimens are presented in 
Figure 6, with corresponding scaling factors and dimensions detailed in Table 2. The 
displacement progression over time, as measured by the laser sensors, follows a similar 
pattern, indicating similar structural behavior. A detailed analysis of the time differences 
between the maximum deflection peaks reveals a clear correlation with the applied scaling 
factors. However, L1 of specimen PL238, which has an applied scaling factor of 0.8, records 
lower displacement than expected. This trend becomes even more pronounced in the right 
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diagram of Figure 6, where the application of the appropriate scaling factor further highlights 
the deviation. These findings suggest that while most displacement trends align with scaling 
expectations, variations may arise due to localized material effects and experimental 
uncertainties.  
 
Support conditions, particularly for smaller specimens, may play a significant role in these 
deviations. The load cells, which remain constant in size (200 mm), are relatively closer to the 
impact point for smaller slabs, influencing the structural response more significantly due to the 
localized nature of impact loading. As the absolute size of the specimen increases, the relative 
influence of the support dimensions diminishes, as their proportion to the slab side length 
decreases. Furthermore, the specimens are restrained at the support points against lift up by 
a force of approximately 25 kN. However, this still does not fully account for the lower-than-
expected deflections. A possible explanation is that the microcracking and shear cone failure 
mechanisms do not strictly adhere to the expected scaling factors, leading to deviations in the 
measured response. These deviations, combined with material property variations, support 
condition scaling discrepancies, and strain rate effects, contribute to the observed reduction 
in displacement. 
 

  

Figure 5. Support force-time diagram from [13]. Left: unscaled support forces, right: scaled 
support forces according to the similarity principle. 

 

  

Figure 6. Displacement-time diagram for laser sensors L1 and L2. Left: unscaled 
displacements, right: scaled displacements. 

 
In the following, new experimental results of the second phase are presented, addressing 
issues such as aggregate size, nonlinear behavior, and the influence of load cell size by using 
larger slabs with a scaling factor of φ = 2.0. The reduction in impact velocity and the increase 
in absolute slab size still led to specimen cracking due to shear failure; however, the damage 
on the outer surface of the slabs was noticeably less pronounced. Currently the first test set 
up of second phase is under intense review and more test are planned.  
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The midpoint deflection of the rear side of the RC slab as measured by sensor L1 in the new 
test series is presented in Figure 7. The dimensions of the specimen and impactor used in 
these tests are detailed in Table 3, and all the tests were conducted at an impactor velocity of 
13.6 m/s. The overall behavior of the displacement curves for both specimens is consistent, 
indicating a similar structural response under impact loading. However, during the 
measurements on the larger specimen some measurement errors occurred due to dust or 
small debris affecting the laser sensor. These erroneous data were removed from the signal 
to ensure accuracy. Despite these issues, the maximum deflection was accurately captured 
and recorded. The scaled displacement curves, shown in the right graph of Figure 7, 
demonstrate a similar progression over time, falling well within the established scatter 
boundaries discussed in Section 3. This consistency supports the validity of the scaling 
approach used in these experiments. 
 

  

Figure 7. Displacement-time diagram for laser sensors L1 from the second phase. Left: 
unscaled displacements, right: scaled displacements. 

 

5 CONCLUSIONS 

This paper examines two critical aspects of impact engineering: repeatability and scaling. 
Based on previous analyses of similar impact tests on RC slabs, it has been shown that 
repeated tests fall within an identified scattering band of ±2s (s = standard deviation). 
Variations due to factors such as strain rate effects, concrete heterogeneity, and microcracks 
result in a wider scatter range in comparison with quasi-static tests. 
 
The evaluation of scaling effects is based on two different approaches. The first involves 
scaling tests with small factors from 0.8 to 1.2, while the second presents preliminary findings 
from an ongoing investigation using a larger scaling factor of 2.0. The results indicate that 
scaling based on scientific principles (similarity law for impact tests) generally provides 
consistent structural behavior and impact responses. However, experimental scaling tests are 
significantly influenced by deviations in the test setup, non-scalable factors, and limitations 
associated with low scaling factors. 
 
To conclude, this study aims to assist researchers and engineers in the field of impact 
engineering by emphasizing the importance of carefully accounting for repeatability and 
scaling effects in the design and assessment of RC structures subjected to impact loading. 
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Abstract 
In Japan, the frequency of debris flow disasters has been increasing each year, with large-
scale events often triggered by localized torrential rainfall and typhoons. Generally, debris 
flows can be classified into two categories: bouldery debris flow and mudflow. Bouldery debris 
flow that is characterized by the concentration of boulders at the front part imparts extremely 
high impact forces and can cause severe damage to residential areas and other communities. 
Consequently, the development and implementation of effective measures against these 
hazards has become an urgent priority. Among the various mitigation measures, steel pipe 
open Sabo dams that are protective structure for controlling sediment have been constructed. 
In current design practice, the fluid forces of debris flows acting on the upstream side of the 
dam are combined with sediment pressure loads extending from the downstream side toward 
the upstream one. However, recent cases of damage to members and failures at joint sections 
of steel pipe open Sabo dam have been reported. An analysis of these damaged Sabo dams 
revealed that the loads acting on the dams can vary locally, influenced by the riverbed 
morphology and the sediment already trapped. These findings emphasize the need for a more 
detailed analysis of debris flow loads. Consequently, it is necessary to investigate and clarify 
the mechanisms underlying load evaluations under conditions resembling a movable bed, 
where gravel is present from the outset. The study conducted load experiments under a 
movable bed condition, focusing on the temporal evolution of the load to clarify its 
characteristics. Furthermore, it performed the distinct element method to reproduce debris 
flow loads under a condition where a movable bed and pre-deposited gravel were present. 
The results revealed that pre-deposited gravel significantly influences the maximum load 
acting on the dam. Large loads occur where the debris flow front collides with each step height 
of the dam. In addition, the results investigated the underlying mechanisms of impact forces 
in debris flow loading under detailed experimental data. 

1 INTRODUCTION 

The occurrence of debris flow disasters in Japan is increasing annually, with large-scale debris 
flow triggered by localized heavy rainfall and typhoons [1]. Bouldery debris flows, in which 
large boulders are concentrated at the front, exert significant impact forces and cause severe 
damage to residential areas [2]. Steel pipe open Sabo dams (referred to as open Sabo dams) 
have been constructed to mitigate such disaster as shown to Figure 1. Steel pipe open Sabo 
dams control debris flow and sediment. Current design approaches combine debris flow fluid 
forces and sediment pressure loads [3,4]. However, recent cases of damage to steel 
components and joint failures have been reported [5,6]. This suggests that the actual loads 
exceed design assumptions [7]. Therefore, it is necessary to conduct failure verification of 
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concrete-type closed Sabo dams [8] and structural analyses incorporating the ultimate limit 
states to establish a quantitative evaluation method [9,10]. It is essential to assess debris flow 
loads while considering the riverbed morphology and deposition conditions of the trapped 
debris flow. Various studies have been conducted to evaluate the debris flow loads (ex. [11, 
12]). Iketani et al. [13] examined debris flow loads by dividing them into water fluid force loads 
based on fluid theory and debris flow loads based on solid mechanics. Mizuyama et al. [14] 
investigated the impact force estimation methods for a closed Sabo dam classified according 
to these load types. Daido [15] proposed a method to estimate impact forces by treating debris 
flows as either incompressible or compressible fluids. Furthermore, as an analytical approach 
to solid-fluid interactions, Fukuda et al. [16] analyzed the movement mechanism of tsunami 
boulders using the APM numerical model of the IRS, which couples solid and fluid motions. 
Tsuji et al. [17] combined the ISPH method with DEM to conduct a seepage failure analysis 
of the rubble mound of a caisson-type breakwater and successfully reproduced the qualitative 
motion of caisson blocks. Kato et al. [18] conducted three-dimensional numerical experiments 
using a resolved CFD-DEM model that allowed for the direct evaluation of fluid forces acting 
on particles from the surrounding flow field by employing a computational fluid mesh smaller 
than the particle scale. Their study focused on sediment transport phenomena involving stony 
particles and investigated riverbed and riverbank erosion mechanisms. We propose a coupled 
analysis method that models gravel using the DEM while incorporating a velocity distribution 
model [19,20]. However, previous studies have not sufficiently examined the reproducibility of 
local impact loads at different heights or considered the conditions under which the riverbed 
behaves as a movable bed. This study investigated debris flow loads using the DEM by 
configuring a movable bed in a straight channel and placing pre-deposited gravel in front of 
the dam. 

2 EXPERIMENTAL GUIDELINES 

2.1 Experiment device 

Figure 2 illustrates the specifications of the channel used in the experiment. The channel is a 
two-step slope with a length of 4.5 m, width of 300 mm, and height of 500 mm. The 
experimental slope was set to θ = 15 °. The channel bed was designed as a movable bed 
covered with gravel at a deposition height of 5 cm. The dam model had a height of 315 mm 
and width of 300 mm (Figure 3). It was constructed using a combination of wood and steel to 
prevent deformation under debris flow loads. The measurement device is shown in Figure 
3(a) and consists of a pressure plate combined with a steel component in front of each load 
cell. The device was designed to measure the loads applied at different heights at the front of 
the dam. As shown in Figure 3(b), a 500 N load cell (LMB-A-500 N) was placed on the left 
and right sides behind the pressure plate. The measurement heights of each stage were set 
at 3.1 cm, 7.3 cm, 11.4 cm, 15.6 cm, 19.8 cm, 24.2 cm, and 28.4 cm, with a total of 14 
measurement points. The dam model was fixed at a position 4.0 m downstream from the 

Figure 1. Destructive event of open Sabo dam (Nigata prefecture, Nechi river) 
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upstream gate of the channel.  

2.2 Debris flow model 

The debris flow model consisted of a mixture of three types of gravel with different particle 
sizes and a specific gravity of 2.6. Table 1 presents the mass distribution of each particle size. 
For the movable bed, 30 kg of gravel was used to create a 5 cm thick deposition layer in the 
upstream section of the channel. Additionally, 15 kg of pre-deposited gravel was placed in 
front of the dam model, accumulating up to half the dam height. In the experiment, gravel was 
evenly spread across a width of approximately 50 cm in the uppermost section of the channel. 
Next, flow was generated using the dam-break method, releasing 75 L of water upstream from 
the deposited gravel. The debris flow was recorded using a high-speed camera at a frame 
rate of 150 fps and shutter speed of 1/3,000 to analyze the flow velocity and gravel movement 
patterns. 

2.3  Case of experiment 

Figure 4 illustrates the gravel arrangement in front of the dam under different experimental 
conditions. To analyze the effect of pre-deposited gravel on the applied load, two experimental 
cases were considered: one without pre-deposited gravel (PDG_0) as shown to Figure 4(a), 
and other where gravel was deposited up to half the dam height (PDG_50) as shown to Figure 
4(b). Each test was conducted five times, and the relationship between the load and time was 
analyzed. 
 

Figure 2. Outline of experimental flume Figure 3. Dam model 

(a) Front view (b) Side view 

8002000

500

850

θ = 15 °

Gate

Pump

Dam model

Preceding deposited gravel
Gravel

Table 1. Debris flow model 
Pre-deposited 

gravel  
Gravel 

diameter 
Total 

weight 
Debris flow 

model  
Pre-deposited gravels and 

gravel volume of movable bed 

0 % 
40-60 35.7 25.5 10.2 
25-40 44.1 31.5 12.6 
15-25 25.2 18.0 7.2 

50 % 
40-60 35.7 15.3 15.3 
25-40 44.1 18.9 18.9 
15-25 25.2 10.8 10.8 

 

Load cell

Load measurement part

1st step ：3.1cm

2nd step ：7.3 cm

3rd step ：11.4 cm

4th step ：15.6 cm

5th step ：19.8 cm

6th step ：24.2 cm

7th step：28.4 cm

0.0 cm

Figure 4. Location of pre-deposited gravels 

(a) 0 % (PDG_0) (b) 50 % (PDG _50) 

Pre-deposited gravel

Movable bed
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3  OUTLINE OF EXPERIMENT RESULTS  

Figure 5 shows the time history of the load at each measurement height and the total load for 
cases without pre-deposited gravel (hereafter, PDG_0) and with pre-deposited gravel at 50 % 
of the dam height (hereafter, PDG_50). The total load is the sum of the loads measured at 
each stage; for comparison, only one representative experimental result is shown for each 
case. In the PDG_0 case (Figure 5(a)), the load in the first stage begins to increase at t = 
t0+1.00 s, reaching the maximum load of Pmax = 296 N at t = t0 + 1.12 s. The load gradually 
decreased over time and eventually stabilized as the static pressure load from the deposited 
gravel increased. The load at each stage peaked with a time lag as height increased, and the 
total load reached its maximum when the load in the third stage peaked. On the other hand, 
in the PDG_50 case (Figure 5(b)), the load in the fourth stage starts to rise at t = t0 + 1.00 s, 
and the maximum load of Pmax = 249 N is recorded at t = t0 + 1.35 s. Compared to PDG_0, 
PDG_50 exhibits a slightly lower maximum load and a delayed peak load timing. The overall 
response was approximately 40 N lower, suggesting that the pre-deposited gravel influenced 
the load initiation process. 

4 ANALYSIS MODEL 

4.1 Outline of water velocity fluid distribution 

Analyzing the interaction between water and gravel and directly applying fluid forces to each 
element, as in the velocity distribution model, enables the experimental reproduction of gravel-
dam interactions. Therefore, in this experiment, a velocity distribution model based on gravel 
flow was established. Here, the fluid force acting on a spherical element was calculated based 
on the relative velocity between the element and the flowing water. This force was applied as 
a fluid force acting on the centroid of the element. The fluid force 𝐟𝑤𝑖 acting on the centroid 
element is expressed as, 
 

 𝐟𝑤𝑖 = 𝐶𝐷𝐴𝑖𝜌𝑤|v𝑖 − v𝑤|2 + 𝜌𝑤𝑔𝑉 (1) 
 

where g represents the gravitational acceleration, 𝐶𝐷 is the drag coefficient, 𝜌𝑤 is the density 

of the surrounding water, 𝐴𝑖 is the projected area of the element in the flow direction, v𝑖 is the 
velocity vector of the element, v𝑤 is the velocity vector of the surrounding water flow, and V is 
the volume of the element. 

4.2 Approaching domain 

As shown in Figure 6, the upstream region of the dam was set as the approach domain, where 

Figure 5. Load and total load at each stage-time relationship 
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a constant water depth and velocity were applied until the gravel was trapped by the dam. In 
this region, the channel bed slope and water surface were assumed to be equal, allowing 
water to flow while the gravel moved irregularly downstream. Although the velocity distribution 
in depth direction is inherently nonlinear, previous studies observed linear velocity distribution 
in bouldery debris flows. Therefore, a linear velocity distribution was adopted, as shown in 
Figure 6. The velocity acting on the gravel was reduced by applying a reduction coefficient α 
to the surface velocity, linearly decreasing from the water surface toward the channel bed. 
The references for the initial velocity vector v0 and initial water depth h0 were given, with the 
velocity at the channel bed set to 30 % of the surface velocity v0, decreasing linearly in the 
depth direction. The reduction coefficient α was determined as α = 0.3, based on experimental 
observations where the velocity ratio between the water surface and the gravel at the channel 
bed ranged from 1/10 to 3/10, making it the most representative of the experimental flow 
conditions. The velocity vi at a given element integration point height zi is expressed as follows:  
 

 {
𝐯𝑖 = (

ℎ0−𝛼𝑧𝑖

ℎ0
) 𝐯0 (0 ≤ 𝑧𝑖 ≤ ℎ0)

𝐯𝑖 = 0 (𝑧𝑖 > ℎ0)
 (2) 

 
The flow velocity was applied along the channel slope. When calculating the fluid force acting 
on each element, the velocity components were decomposed into vertical and horizontal 
components to determine the relative velocity.  

4.2 Trapping domain 

Figure 7 illustrates the velocity distribution in the approach and trapping domains. Before the 
gravel was trapped by the closed Sabo dam, the velocity was assigned to the approach 
domain. After the gravel was trapped, the trapping region was defined stepwise, covering the 
range from the front face of the dam to the upstream side, where the velocity was lower than 
the infiltration velocity. In addition, the water depth was adjusted to match the experimental 
flow conditions. Figure 7 shows an increase in water depth in front of the dam. As the gravel 
accumulated at the front of the dam, the amount of water passing through the deposited gravel 
decreased, leading to an increase in water depth. This change can be expressed by the 
following equation: 
 

 {
ℎ′ = 𝐻 ∙ 𝑠 (0 ≤ 𝑠 ≤ 1)

ℎ′ = 𝐻 (𝑠 > 1)
 (3) 

 
where ℎ′ is the water depth after the increase on the upstream side of the dam, H is the height 
of the dam model (31.5 cm), ℎ0is the initial water depth, and s is a coefficient that changes the 
water depth.  
This coefficient s is the ratio of the total cross-sectional area A, including the permeable 
section, to the sum of the projected areas of the deposited gravel upstream of the dam This 

Figure 6. Approaching domain of 
water flow velocity distribution 
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Figure 7. Water flow distribution model 
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coefficient s is the ratio of the total cross-sectional area, including the permeable section, to 
the sum of the projected areas of the deposited gravel upstream of the dam, ∑ 𝐴𝑖  and is 
expressed by the following equation: 
 

 𝑠 =
∑ 𝐴𝑖

𝐴
 (4) 

 
When the trapping amount exceeded a certain value, the water depth was set to the maximum 
value, which was the height of the dam. In the velocity distribution of the trapping domain, the 
average velocity from the leading edge to the trailing edge was set to balance the discharge 
of flowing water based on the continuity equation. The flow velocity equation for the water 
surface in the trapping domain is as follows:  
 

 𝑣T′ =
ℎ0

ℎ′
𝑣0 (5) 

 
Similar to the approach domain, the velocity in the depth direction decreased according to the 
water depth in the trapping domain. 

5 Analysis result 

5.1 Analysis model 

Figure 8 illustrates the gravel and dam models used in the analysis. Figure 8(a) shows the 
gravel model based on the grain size distribution of the gravel used in the experiment. Three 
types of grain sizes were randomly assigned to the model, ensuring that the grain size 
distribution matched both the experimental and analytical conditions. The total weight was 
adjusted to match the experimental conditions. Figure 8(b) illustrates the dam model. The 
dam model was set up similar to the experiment, with the ability to measure the load at heights 

of steps 1–7. Load measurement elements were arranged behind each segment with a 7 mm 

gap between segments to avoid contact. This model was used for load evaluation, and the 
dam model and a fixed cylindrical element placed behind it were used to evaluate the load in 
terms of the spring force. Springs were permanently installed between the elements, and the 
spring force was calculated based on the displacement from the initial position. The axial 
stiffness of the spring was set to EA = 1.0 × 105 N/m, which was confirmed to be the limit at 
which the solution stabilized. Increasing stiffness of DEM parameter did not affect load 
evaluation. 
 Figure 9 presents a description of the channel model. Figure 9(a) shows PDG_0, which is 
a channel model with PDG_0. Figure 9(b) PDG_50 is the channel model with PDG_50. The 
initial gravel placement in the channel model was performed using the dropping method, 
starting 2.4 m upstream of the dam front. For the movable bed gravel model, the gravel was 
initially placed in a flatbed using the dropping method to densely pack the gravel, after which 

40  60 mm 25  40 mm 15  25 mm

Connect spring

（For load measurement）

Figure 8. Analysis model 

(a) Gravel model (spherical element) (b) Dam model 
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the flow velocity was applied under frictionless conditions. Gravel models with a height greater 
than 0.05 m were excluded, and the bed slope was set to 15°, placing the mobile bed 2.4 m 
upstream of the dam front. In PDG_0, gravel trapped after the flow of the debris-flow model 
was deposited up to 50 % of the dam height, as shown in PDG_50.  

Figure 10 shows the total load-versus-time relationship in the experiments and analyses 
for PDG_0 and PDG_50. In PDG_0, the load increase in the analysis was organized similarly 
to that in the experiment, with the load increase starting at t = t0+1.00 s. The maximum load in 
the analysis results shown in Figure 10(a) is 296 N, which approximately reproduces the 
maximum load observed in the experiment. As shown in Figure 10(b), the load before t = 
t0+1.00 s in the analysis occurred slightly earlier than that in the experiment. This is likely due 
to the pre-deposited gravel, modeled by spherical elements, being pushed by the debris flow. 
However, the load response and maximum load (249 N) were consistent with the experimental 
results.  
Figure 11 shows the load-versus-time relationship for the 1st to 6th stages in PDG_0 
(experiment vs. analysis). The load increase initiation at each stage was generally consistent. 
The loads for the 2nd and 4th stages were slightly overestimated. However, the other stages 
exhibited reasonable agreement. Overall, significant loads occurred in the 1st to 4th stages, 

Debris flow model
Movable bedDam model

Pre-deposited gravel

Chanel

Movable bed
Dam model

Chanel Debris flow model

Figure 9. Channel model 
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where the debris-flow head collided with the dam segments. The 7th stage exhibited almost 
the same response as the 6th stage, and because only the sediment pressure was observed 
for the other stages, it was omitted from the analysis.  
Figure 12 shows the load–time relationship for the 5th to 7th stages in PDG_50 (experiment 
vs. analysis). For PDG_50, in stages 1-4, the load was transmitted through the pre-deposited 
gravel when the debris flow head entered the pre-deposited gravel section. Because the load 
from the pre-deposited gravel did not change significantly, it was omitted from the analysis. In 
the 5th and 7th stages, the load rise and maximum load are generally reproduced. Compared 
to the 5th and 6th stages of PDG_0, PDG_50 experienced larger loads. This is because of the 
localized loads occurring at the point of collision with the debris flow head. The 7th stage 
reached the maximum load earlier than in the experiment, suggesting that the decrease in the 
velocity of the individual elements was smaller than that observed in the experiment. 
Figure 13 shows the deposition process in PDG_0 (experimental versus analysis). Figure 
13(a) shows the situation where t = t0 + 1.00 s. In the experiment, the head of the debris flow 
indicated that water preceded part of the flow, and the gravel appeared to have a relatively 
low density. However, the gravel concentrated and flowed downstream immediately thereafter. 
As the movable bed passed through the debris flow head, the height of the debris flow body 
was greater than that in the experiment. This is because the spherical element model makes 
it easier for the gravel to overcome the flow, and the gravel at the leading edge, which has a 
reduced velocity due to the movable bed, is pushed upward by the following gravel. Figure 
13(b) shows the situation where t = t0 + 1.12 s. The maximum load is shown in both the 
experiment and the analysis. In the experiment, the gravel collided in the 1st to 3rd stages, 

Figure 11. Load versus time relationship for the 1st to 6th stages in PDG_0 
(experiment versus analysis) 
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whereas in the analysis, it collided in the 1st to 5th stages. This earlier deposition in the analysis 
was due to the gravel flowing in an elevated manner. Figure 13(c) shows the situation where 
t = t0 + 2.00 s. The contact surface of the dam and deposition conditions were generally 
consistent between the experiment and analysis. 

Figure 14 compares the deposition shapes of PDG_50 (experiment versus analysis). 
Figure 14(a) shows the situation of t = t0 + 1.00 s. Comparing the experiment and analysis, 
the height of the debris-flow body before the collision was higher in the analysis. Figure 14(b) 
shows the situation where t = t0 + 1.35 s. The maximum loads observed in both the experiment 
and analysis are shown. In the experiment, the gravel at the leading edge of the debris flow 
collided during the 5th and 6th stages, whereas in the analysis, it collided during the 5th to 7th 
stages, where the maximum load occurred. Figure 14(c) shows the situation where t = t0 + 
2.00 s. The dam was fully filled with gravel in both the experiment and the analysis.  

5.2 Considerations on load reduction effect 

Figure 15 shows a schematic diagram of dead zone formation and load reduction by pre-
deposited gravel in PDG_0 and PDG_50. In PDG_0, before the debris flow collided with the 
dam, it flowed rapidly while engulfing the movable bed. When the debris flow collided with the 
dam, the gravel at the leading edge was trapped by the dam. The stopped gravel then 
accumulated because of collisions with other gravel particles and the dam, forming a dead 
zone. Additionally, the gravel collides with the dead zone, causing a decrease in velocity. As 
the gravel rose, the dead zone expanded, causing a further decrease in the velocity of the 
subsequent gravel. This leads to a reduction in the load acting on the dam, particularly during 
the upper stages. Eventually, a contact surface is formed, and the subsequent gravel is 
trapped.  
In PDG_50, the load reduction mechanism caused by the pre-deposited gravel is as follows: 
When the debris-flow head enters the pre-deposited gravel section, the gravel at the leading 
edge collides with the pre-deposited gravel, causing a decrease in velocity. The load 
decreases upon collision with the dam. After being trapped by the dam, a dead zone forms 
pre-deposited gravel. This zone expands and reduces the velocity of the following flow like 
the behavior in PDG_0. Eventually, a contact surface is formed, and the subsequent gravel is 
trapped. 

Figure 13. Deposition process in PDG_0 
(experiment versus analysis) 
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Figure 14. Deposition process in PDG_50 
(experiment versus analysis) 
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6 CONCLUSIONS 

This study investigated the applicability of debris flow load evaluation using a DEM under 
channel flume conditions with a movable bed and pre-deposited gravel. 

1. Experiments were conducted using a movable bed and pre-deposited gravel, and the 
loads acting on the dam were measured at various heights. Regardless of the 
presence of pre-deposited gravel, the highest load was observed at the point of impact, 
where the debris flow front collided with the dam. 

2. Although modeling the debris flow fluid force under experimental conditions is complex, 
the analysis confirmed a certain level of applicability in reproducing the load evaluation. 

3. When the front part of debris flow was trapped by the dam, a gravel deposition zone 
formed upstream because of the halted particles, reducing the velocity of subsequent 
gravels and leading to an overall decrease in the load. 

As a future challenge, further investigations will focus on constructing a dynamic debris-flow 
load model by estimating and analyzing the loads based on modeled case studies of actual 
disaster conditions. 
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Abstract 
Recently, a cushion rubber was placed on the girder ends of the bridge to mitigate the 
impact force excited due to the girder colliding with the abutment at earthquake shaking. 
Even though the intensity of the impact force can be effectively decreased by placing the 
rubber, the dynamic response characteristics of the rubber placed structures might not 
have clearly been understood. In addition, since the experimental studies are very costly, 
it is essential to promote the numerical studies. In this paper, to establish an numerical 
analysis method to acurately predict the dynamic response characteristics of the rubber 
placed RC beams under impact loading, 3D elasto-plastic impact response analysis of the 
RC beams was conducted and the applicability of the method was investigated comparing 
with the drop-weight impact loading test results. In this study, the time histories of the 
impact force, the reaction force, and the midspan deflection and also the crack patterns of 
the side-surface of the beam after the experiment were compared. The results obtained 
from this study are as follows; 1) dynamic response behavior of the cushion rubber placed 
RC beams can be appropriately evaluated by using the proposed analysis model and 2)  
maximum reaction force, maximum and residual deflections may not be significantly 
decreased by placing the rubber on the impacted area. 

1 INTRODUCTION 

The impact force occurred due to rocks dropping on the roof of the rockfall protection galleries 
is decreased by placing an absorbing material and/or system on the roof such as three-layered 
absorption system composed of sand layer, RC core slab, and an Expanded Poly-Styrene 
(EPS) block[1]. These absorption performances were investigated both experimentally and 
numerically. However, a cushion rubber is also sometimes used as an absorption material 

 

Figure 1. Configuration of specimen. 
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applied to the fenders of ships, as the girder-end absorption device and/or the bridge fall 
prevention device to mitigate the damage occurred due to seismic loading.  
Regarding impact loading tests of the structure with placing the rubber, Li et al. [2] 

investigated dynamic performance of the RC beam-column joints under impact loading with 
placing the rubber pad. Xiong et al. [3] conducted impact loading tests by using a blast 
simulator and numerical analyses for the RC slabs with placing the rubber. However, the 
impact loading tests of the RC structures with the rubber may be limited in the world. In Japan, 
even though the impact loading tests for the rubbers were conducted to decrease the primary 
impact force, the mitigation effect of the rubber on damage of the RC structures may not be 
investigated sufficiently [4, 5]. Since such experimental studies are very costly, it is also 
significantly important to establish a numerical analysis method to accurately evaluate the 
impact response behavior of the RC structures with placing the rubber under impact loading. 
 
From this point of view, in order to establish a numerical analysis method for appropriately 

evaluating the impact-resistance behaviour of the cushion rubber placed RC structures under 
impact loading, 3D elasto-plastic impact response analysis of the RC beams was conducted 
changing constitutive model for the material of concrete: Karagozian & Case Concrete model 
(KCC) [6]; Continuous Surface Cap model (CSC) [7]; and a proposed model by using soil and 
foam failure model provided into the LS-DYNA code. The applicability of these models was 
investigated comparing with the experimental results. Here, the LS-DYNA code was used for 
these numerical analyses. 

2 EXPERIMENTAL OVERVIEW 

2.1 Overview of Specimen and Cushion Rubber 

Figure 1 shows the dimensions and the rebar arrangement of the beams used in this study. 
The specimens have a rectangular cross-section of 200 × 250 × 3,000 mm (width × height 
× clear span length). Two axial rebars of D19 were placed at the upper and lower fibres 
and were welded to a 9 mm-thick steel plate at the ends to save the anchoring length of 
the rebars. Stirrups of D10 were placed at 100 mm intervals. The cushion rubber was 
placed on the loading point. 
 
Figure 2 shows dimensions of the rubber. In this study, the natural rubber with hardness 

of 65 was used and its dimensions were 200 × 200 ×50 mm (width × length × depth) 
considering the width of the beam and the diameter of the cylindrical-shaped weight. 
Table 1 listed the experimental conditions conducted in this study. The drop height of the 

weight was set as 1.0 m based on the previous study [5]. In this table, the measured 
velocity V’ of the weight just before impacting, compressive strength f’c of concrete, and 
yield strengthes fy of the axial rebar and stirrup were also listed. The velocity V’ was 
estimated using the equation of V’ = L/T in which T is the time of the laser sensor crossing 
the plate (L = 30 mm) attached to the side-surface of the drop weight just before impacting. 
The calculated bending strength Pusc was calculated using the multilayered method in 
accordance with the JSCE [1]. The ultimate compressive strain of the concrete was 

 Unit : mm 

Figure 2. Dimensions of cushion rubber. 
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assumed to be 0.35% following the Japan Concrete Standard [8]. The calculated shear 
capacity Vusc was also evaluated in accordance with the Standard [8]. 

2.2 Experimental Method 

In this study, a 300 kg steel weight was used in which diameter of the cylindrical part is 
200 mm and a nose part is squeezed to the diameter of 150 mm and is tapered spherically 
having 2 mm height. The weight was dropped on the midspan point from the predetermined 
height of H = 1.0 m. 
The RC beams were placed on the supports equipped with load cells to measure the 

reaction forces, and they were clamped at the support points by using cross beams to 
prevent from lifting. The supports were able to freely rotate while restraining the horizontal 
movement of the beam. The measured items at the experiments are the impact force of 
the weight (referred to hereinafter as impact force), the total reaction force (referred to 
hereinafter as reaction force), and the midspan deflection of the beam (referred to 
hereinafter as the deflection). The impact force and reaction force were measured using 
load cells and the deflection, using a laser-type LVDT. In addition, a high-speed camera 
was used as a backup for the LVDT.  

3 OVERVIEW OF NUMERICAL ANALYSIS 

3.1 Numerical Model 

Figure 3 shows the mesh geometry of the cushion rubber placed RC beam. One quarter of 
each RC beam was three-dimensionally modelled considering biaxial symmetry with respect 
to the midspan cross section and the central surface in the width direction of the beam. In this 
model, concrete, axial rebar, and the rubber were divided using eight node solid elements and 
stirrup was divided using beam elements. Axial rebars and stirrups were assumed to be 
perfectly bonded to concrete in this analysis. Element size  of the concrete in the axial direction 

Set drop 
height  

of  
the weight 

H (m) 

Calculated 
impact 
velocity 

of 
the weight 

V (m/s) 

Estimated 
impact 
velocity 

of 
the weight 
V’ (m/s) 

Compress-
ive 

strength 
of 

concrete 
f’c (MPa) 

Yield 
stress 

of 
axial 
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fya (MPa) 

Yield 
stress 

of 
stirrup 

fys 

 (MPa) 

Calculated 
bending 
strength 

Pusc 
(kN) 

 Calculated 
shear 

capacity 
Vusc 

(kN) 

1.0 4.43 4.52 32.4 379 364 55 277 

Table 1. Experimental conditions. 

 

Figure 3. FE model. 
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was assumed to be 25 mm long basically. The rubber was divided into 5 mm cubes. The drop 
weight was also precisely divided using solid elements following the actual shape.  

3.2 Constitutive Model 

Figure 4 shows the constitutive models applied in this study. Many concrete models have 
been provided into the LS-DYNA code, for example, KCC model [6] and CSC model [7]. 
However, the applicability of these models to numerical analysis for the rubber placed RC 
beams under impact loading has not been sufficiently investigated yet. In this study, the 
applicability of each model: KCC (Mat 72R3), CSC (Mat 159), and a proposed model (Mat 
14), was investigated comparing with the experimetnal results. These stress-strain 
relationships are shown in Fig. 4(a) and (b), respectively. Even though the functions for 
presenting behavior of the tension and compression softening are prepared in the KCC and 
CSC models, gradients of the  softening are different between two models as shown in Fig. 
4(a).  the proposed model shown in Fig. 4(b) was assumed that, in the compression region: 
(1) yield stress was equal to the compressive strength f’c ; (2) yield strain was set as 0.15% 
strains; and (3) yielding of concrete follows the Drucker-Prager’s yield criterion; in the tension 
region, the tensile stress was cut off at reaching the tensile strength of the concrete. The 
tensile strength was evaluated using negative pressure. Compressive strength f’c of concrete 
was 32.4 MPa, which is obtained from the material test at commencement of the experiment. 
Fig. 4(c) shows the constitutive model for the axial rebar and stirrups. The stress-strain 
relationship was defined using a bilinear isotropic hardening model. Here, the plastic 
hardening modulus (H’) was assumed to be 1 % of the elastic modulus (Es). Yielding was 
evaluated following the von Mises yield criterion. Fig. 4(d) shows the constitutive model for 
the rubber. The relationship was defined based on the experimental results and using 
simplified rubber model (Mat 181). In the large strain region, the relationship was extapolated 
by using the experimental results. The steel weight, supporting jigs, load-cells, and anchor 
plates for axial rebars were assumed to be elastic body according to the experimental 

                         
(a)                        (b) 

 

 

                                        
(c)                                                         (d) 

 

Figure 4. Constitutive models: (a) soil and foam failure model (mat 14); (b) KCC and CSC 
model (mat 72R3 and 159); (c) rebar; and (d) cushion rubber 
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observations because no plastic deformation was observed in this study. Their material 
properties: Young’s modulus Es, Poisson’s ratio νs, and density ρs were assumed as Es  = 206 
GPa, νs = 0.3, and ρs = 7.85 g/cm3, respectively. 
 

4 COMPARISON OF NUMERICAL AND EXPERIMENTAL RESULTS 

4.1 Time Histories of Dynamic Responses 

Figure 5 shows comparisons of the time histories of the dynamic responses for the rubber 
placed RC beams between experimental results and numerical results obtained changing the 
constitutive model of the concrete mensioned above. Focusing on the impact force waveform 
shown in Fig. 5(a), the experimental results exhibit that a predominant impact force having 
amplitude of about 125 kN was excited at the beginning of impact and afterwards a second 
wave with a duration of about 35 ms was occurred. The numerical results obtained using three 
models indicate similar response characteristics to the experimentral ones.  
 
From Fig. 5(b), it is observed that the reaction force time history obtained from the 

experimental result consists of a half-sine wave with a maximum reaction force of about 125 
kN and a duration of about 40 ms and a damped free vibration wave after unloading. The main 
wave of reaction force obtained from three models considered in this study are approximately 
similar to the experimental results. However, the damped free vibration periods obtrained by 
using the CSC and KCC models are shorter than the experimetnal result and that obtained 
using the proposed model may be in better agreement with the experimental one. 
 
Focusing on the deflection waveform shown in Fig. 5(c), the following can be observed: the 
maximum defelction obtained from the experiment is approximately 35 mm at passed time of 
about 25 ms from the beginning of impact and the experimental maximum and residual 
defelctions can be most accurately evaluated by using the proposed model among three 
models. 
 
4.2 Crack Pattern 
Figure 6 shows comparisons of the crack patterns on the side-surface of the rubber placed 

RC beam between experimental and numerical results. In these numerical analysis results, 
the elements that are evaluated to be under the crack opened completely, were colored in 
red. From Fig. 6(a), the experimental results exhibit that the bending cracks developed from 
the  lower fiber at approximately equal intervls in the whole span of the beam. From Fig. 6(b), 
it is observed that the crack patterns obtained using both of the KCC and the proposed models 
may be in good agreement with the experimetnal results, however, the numercial results 
obtained by using the CSC model were evaluated for few crack to be distributed. 
 

 
   (a)                                               (b)                                              (c) 

Figure 5. Comparisons of time histories of dynamic responses: (a) impact force; (b) 
reaction force; and (c) midspan deflection. 
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5 CONCLUSION 

In this study, in order to establish an numerical analysis method to appropriately evaluate 
the impact-resistance behavior of the RC beams with placing the cushion rubber on the 
loading area, the impact response analyses were conducted changing the constitutive 
model for the material of concrete. The applicability of each constitutive model for the 
concrete was investigated comparing with the experimental results. As a result, it is seen 
that the proposed concrete model (Soil and foam failure model, Mat 14) can most 
appropriately evaluate the experimental results between the models considered in this 
study.  
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Figure 6. Crack patterns of side-surfaces of the beams: (a) experimental result; and (b) 
numerical results. 
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Abstract 
Reinforced concrete is well-suited for resisting compressive stresses but relies on steel 
reinforcement to withstand tensile stresses, such as those caused by flexural deformations 
in beams or slabs. The interaction between concrete and steel, known as bond, facilitates 
stress transfer and relative displacement, known as bond slip. Concrete structural 
elements, including beams and slabs, may be subjected to static and dynamic loads. Static 
loads remain constant over the structure’s lifespan, while dynamic loads, such as impacts 
or collisions, act briefly and intensively. This study investigates the bond-slip behaviour of 
reinforced concrete under static and dynamic loading through numerical simulations. A 
calibrated model for static pull-out tests of reinforcing bars was developed, incorporating 
two simulation approaches: the Cohesive and Connector methods. Both methods were 
assessed for accuracy, computational efficiency, and ability to capture important results, 
including deflection and plastic strain over time. Results indicate that both methods yield 
comparable outcomes but exhibit distinct differences. Compared to previous experimental 
data, the Cohesive method effectively captures reduced stiffness under static pull-out 
conditions. However, it underestimates the response once the nonlinear behaviour begins, 
where the Connector method provides a better match. The Connector method more 
accurately replicates experimentally observed failure modes for impact loading scenarios 
and is computationally more efficient. Meanwhile, the Cohesive method better represents 
deflection trends over time. Notably, lower bond strengths tend to result in bending 
failures, which are less brittle and offer greater energy absorption than shear failures. The 
results indicate important modelling considerations and the effect of the bond quality on 
the resulting failure mode. 
 

1 BACKGROUND 
In reinforced concrete structures, the bond that transfers tensile stresses between the 
reinforcing steel bars, rebars, and the surrounding concrete guarantees the load-carrying 
capacity. Bond influences the overall performance of structural concrete members, such as 
the number of cracks forming, their spacing, and the cross-section stiffness. Because of this 
stress transfer, the internal forces in steel and the surrounding concrete vary along the length 
of e.g. a beam. In a section where there is a difference in strain between concrete and steel, 
a relative displacement occurs, a phenomenon called bond-slip. Static loading most often 
leads to the formation of fine concrete cracks. However, partial or complete bond loss could 
lead to substantially wider cracks, which are not beneficial for structural stability. This does 
not necessarily have to be true for impact-loaded concrete structural elements.  
 

110



 

Reviews of current research on bond-slip in reinforced concrete structures are presented by 
Zheng et al. [1] and Huang & Liu [2], focusing on ultra-high-performance concrete for the latter. 
An example of a recent investigation on the pull-out behaviour of steel bars in concrete is the 
work by Burdziński & Niedostatkiewicz [3]. Peterson & Ansell [4] describe a large test series 
on impact-loaded reinforced concrete beams. Relatively heavy impacting drop-weights were 
used to investigate the yielding of the reinforcing bars as the beams absorbed the kinetic 
energy from the load. Lozano Mendoza & Makdesi Aphram [5] and Syversen & Trinh [6] have 
also performed laboratory experiments with concrete beams loaded by drop-weights. The 
latter, carried out at Chalmers, provides the test results for comparison with the numerical 
analyses presented in this paper. Recently, Peterson et al. [7], Abdalnour & Saliba [8] and 
Ceberg & Holm [9] have also carried out projects with experimental testing on concrete beams 
followed by numerical analysis at KTH. 
 
A recent project initiated at KTH [10] aim at investigating how the bond strength and the partial 
loss of the bond between reinforcement and surrounding concrete affects the structural 
performance and the cracking of structural elements. Based on results from previous 
laboratory tests [6], numerical simulations were carried out to investigate the importance of 
bond-slip in cases of impact loading. This paper summarizes part of this work, focusing on the 
relations between calculated element response and the choice of input parameters for the 
analysis. The aim was to study to what extent bond-slip models based on published research 
and guidelines describe the actual behaviour following impact loading. 

2 CONCRETE-STEEL BOND 
To achieve a composite structure, the forces from the steel must be transferred to the 
surrounding concrete. The bond allows anchorage of straight reinforcing bars, which are the 
major elements in reinforced concrete structural elements. The bond strength results from the 
interaction of three basic phenomena: adhesion, friction, and mechanical interlocking. 
Together, these mechanisms make transferring forces between reinforcement and concrete 
possible. However, a pull-out or splitting failure occurs along the reinforcing bars if these 
forces are too high. 

2.1 Bond-slip behaviour 

A consequence of the stress transfer is that the forces in the steel and surrounding 
concrete will vary along the length of a beam. In the section where the strain in concrete 
and steel differs, the relative displacement known as bond slip [10] follows the schematic 
behaviour shown in Figure 1. This is suggested in the Model Code [11] and is based on 
many pull-out tests. When the slip s is equal to or less than s1, bond cracking and micro 
crushing of concrete is initiated and lead to a non-linear behaviour, following: 

𝜏𝜏 = 𝜏𝜏max  � 𝑠𝑠𝑠𝑠1
�
𝛼𝛼

       (1) 

where the coefficient α describes the increase in bond stress. Several possible forms of 
bond stress can be modelled depending on the coefficient selection. 

For a bond with constant stress the coefficient is α = 0, for a non-linear bond stress 
increase the coefficient is 0 < α < 1, and for a linear bond stress increase the coefficient 
is α = 1, [11]. The maximum bond strength τmax is determined according to Eq. (2), which 
includes the bond coefficient β and the square root of the mean compressive value fcm. 

 𝜏𝜏max = 𝛽𝛽�𝑓𝑓cm (2) 
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Figure 1. General bond stress-slip relation for reinforcement with various conditions and 
failure modes. According to [11]. 

 

In order to determine the coefficient β, the values of slip s for each stage, and the shear 
strength τf for the final stage, the Model Code [11] recommends using the values shown 
in Table 1. The bond strength τf can be calculated from a measured, applied tensile force 
Fa in a pullout experiment, see [10]. Based on EN 10080 [12], the following relation applies: 

 𝜏𝜏f =  1
5𝜋𝜋

𝐹𝐹𝑎𝑎
𝑑𝑑2

𝑓𝑓cm,tar
𝑓𝑓𝑐𝑐

 (3) 

Here, the diameter of the bar is d, the target value of the mean compressive strength fcm,tar 
and the average concrete strength of the test specimens fc. In Model Code [11] the 
following equation is suggested: 

 𝜏𝜏f =  𝐹𝐹𝑎𝑎
𝜋𝜋 𝑑𝑑 𝑙𝑙𝑏𝑏

 (4) 

that also accounts for the effective bond length lb. 
 

Table 1. Parameters defining bond strength and slip, from [11]. 

 Good bond Other bond 
β (−) 2.5 1.25 
s1 (mm) 1.0 1.8 
s2 (mm) 2.0 3.6 
s3 (mm) cclear* cclear* 
α (−) 0.4 0.4 
τf (MPa) 0.4τmax 0.4τmax 
∗ cclear is the spacing of the ribs. 

 

2.2 Effect of bond strength 
Many ways of determining the maximum bond strength are suggested in the literature. 
However, most versions follow the relation given by Eq. (2). In the Model Code [11], the 
suggested parameters for good bond conditions are those shown in Table 1. This value is 
a prediction, and it is therefore necessary to compare those with experimental results, as 
was done in [10]. By comparing the maximum experimental bond strength τexp to the 
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maximum calculated bond strength τmax, characteristic ratios τexp/τmax were obtained for 
combinations of different types of concrete strengths and steel diameters. Only pull-out 
tests following the specifications written in RC-6 [13] or EN 10080 [12] with a bonded zone 
length of five diameters were used. The results included originate from [3, 14-20]. In order 
to facilitate comparison, the results of each study were converted to bond strength τf. This 
was done using Eqs. (2-4). The resulting comparison is shown in Figure 2. 
 
The conclusion from [10], shown in Figure 2, is that the Model Code [11] underestimates 
the bond strength. The calculated bond strength τmax can be between 60% to 80% of the 
actual experimental value of τexp. On the other hand, the results of one paper [16] show 
that the Model Code [11] may sometimes also give an overestimation, with failure 
occurring earlier than expected. 
 

 
Figure 2. Comparison of calculated and experimental results of maximal bond strength based 
on concrete strength and bar diameter. From [10]. 

 

3 FINITE ELEMENT MODELS VS. EXPERIMENTS 
The effect of bond-slip behaviour is in [10] studied through numerical simulations utilizing the 
general-purpose finite-element package Abaqus FEA [21]. Two types of models were created. 
The first study focuses on the static pull-out response of rebars, and the other studies the 
effect of repetitive impact loading on reinforced concrete structures. Experiments found in the 
literature were used to validate the models before investigating the bond-slip response. 
 

3.1 Pull-out experiments 
The effect of varying the bond coefficients and the methods for modelling the bond-slip 
response were studied [10]. For the Cohesive method of modelling bond, the interaction 
consisted of surface-to-surface contact between solid elements representing the concrete and 
reinforcement. This ensures that the steel and concrete interact. The linear elastic range of 
the bond stress relationship and the initiation and evolution of damage were then modelled 
using a traction-separation law following Eq. (1). On the other hand, the Connector method 
employs a model of the reinforcement as a beam or a truss, utilising connectors to establish 
a node-to-node bond. An intermediary part, directly connected to the concrete elements, is 
then created as a copy of steel reinforcement but with lower material stiffness. Both the 
Cohesive and Connector methods are described in detail by Mathern & Yang [22]. 
 
In Figure 3, the model based on the Cohesive method is shown to the left. Hexahedral solid 
elements with reduced integration and enhanced hourglass control are used with a mesh size 
of 10 mm on average for the concrete component and 2.5 mm for the reinforcement. The 
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model includes both bonded and unbonded zones. The concrete block is clamped at the 
surface where the reinforcement is displacement controlled upwards. The restrictions apply to 
all displacement and rotations. The reinforcement is connected to the concrete by cohesive 
behaviour. Figure 3 also depicts a model of the Connector method, with an average mesh size 
of 5.0 mm for the concrete and 2.5 mm for the reinforcement. As the reinforcement is 
embedded in the concrete, only the bonded zone is modelled, as the unbonded zone cannot 
be represented. Translators connect the embedded intermediary part to the reinforcement. 
The boundary conditions are modelled identically to those employed in the Cohesive method. 
Hence, the concrete block is clamped at the surface where the reinforcement is loaded. 
 
The experimental data and the curve determined using Model Code [11] are compared in 
Figure 4 to the left under the assumption of a pull-out failure with good bond conditions. The 
results are presented in terms of pull-out force and displacement. The curves show that Model 
Code [11] underestimates the experiment's results. This coincides with the conclusions from 
Section 2.2, which predicted underestimations of approximately 70%. In this comparison, it 
was discovered that the Model Code curve's maximum pull-out force is 61% of the 
experimental one. In order to reproduce the experimental results, the bond coefficient was 
modified. In Figure 4 to the right, two FE simulations and experiment results are compared. 
The results are presented in terms of force and displacement. The calibrated FE model, i.e. 
with a maximum bond coefficient of 4.1 compared to the recommendation of 2.5, agrees with 
the experimental results. The maximum pull-out force is comparable. The principal difference 
between the two methods is that the Connector method results in a larger initial stiffness than 
the Cohesive method. That is an interesting observation, because the Connector method 
aligns exactly with the Model Code curve, whereas this cannot be said about the Cohesive 
method. The Cohesive method better captures the earlier stiffness of the experiment until the 
non-linear behaviour is initiated. The difference between the two methods arises when slip 
initiates. 
 
 

 
Figure 3. Models of the Cohesive method (L) and the Connector method (R), from [10]. 
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Figure 4. Comparison of experimental results with Model Code calculations (L) and between 
calibrated FE models and experiments (R), from [10]. 
 

3.2 Impact loading experiment 
An experiment conducted at Chalmers [6] was used to study the effect of bond-slip parameters 
and modelling. The experiment consisted of concrete beams subjected to single and repeated 
loading from falling masses. The results for some of the beams show horizontal cracks in the 
concrete at the level of the reinforcement, which indicates significant bond-slip and is therefore 
appropriate for the study. A total of 18 beams were tested, with varying reinforcement of 6, 8, 
and 10 mm in diameter. The length of the beams was 2800 mm with a cross-section of 
100×200 mm2. Four longitudinal reinforcements were placed 40 mm from the top and bottom 
edge of the beam. Impact loading was created by dropping a weight from a height of 5 m. The 
drop-weight had the shape of a cylinder with a diameter of 120 mm. The beams were placed 
on roller supports, restricting the downward and upward movement. The supports were fixed 
to the concrete surface to ensure that all beams were in the same position when tested, as 
seen in Figure 5. 
 
The concrete beam was modelled [10] utilizing mid-point symmetry to reduce the overall 
computational time. Two basic models were simulated, one for the Cohesive method and one 
for the Connector method. For the concrete beam, hexahedral solid elements with reduced 
integration and enhanced hourglass control were used with an average mesh size of 10 mm. 
A mesh size of 5 mm was employed for the reinforcement used in both models. The 
reinforcement was also represented as hexahedral solid elements with reduced integration for 
the model using the Cohesive method. For the single loading, the striker was modelled of 
hexahedral solid elements with reduced integration with a mesh size of 5 mm, also here using 
symmetry. The striker was dropped from 5 m onto the beam. In the model this drop is 
represented by the impacting velocity v0 of the striker. In Figure 6, the complete model is 
shown. 
 

 
 
Figure 5. The drop-weight test setup used in [6]. 
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Figure 6. Meshed FE model of concrete beam, supports and drop-weight, from [10]. 
 

4 RESULTS 
A contact force is developed at impact as the striker's momentum decreases. Figure 7 
illustrates the contact force on the beam in time, determined from the contact stresses in 
simulation with the Connector method, assuming a perfect bond (PB) between the concrete 
and steel [10]. When the striker contacts the beam, a peak force of 450 kN develops. At 
approximately 0.15 ms, the two bodies separate for a short period. At approximately 0.25 ms, 
the striker hits the beam once again. This results in the beam being separated once more at 
approximately 1 ms. The third strike occurs around 1.7 ms. This marks the last separation, 
and then the two bodies are connected. This phenomenon precisely aligns with the theory of 
hard impacts. 
 
Figure 8 shows examples of beam damage due to repeated loading by a drop weight. After 
the first drop, the beam displays a few flexural cracks at its bottom. Furthermore, damage 
around the reinforcement develops. After the second drop, much larger damage around 
reinforcement is visible. A few flexural cracks and a small crack at the top reinforcement can 
also be seen. After the third drop, a substantial horizontal crack appears, indicating the 
concrete's bond failure. Furthermore, the concrete is crushed where the striker hits the beam, 
and significant spalling takes place. A wide flexural crack under the impact zone is also visible. 
 
 

 
 
Figure 7. Load from striker impact, with Connector method under PB assumption, from [10]. 
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First drop 
 

 
 

 
Second drop 
 

   

 
Third drop 
 

 
Figure 8. The strain fields of plastic deflection for repeated impact – first, second and third 
drop, from [6]. 
 

 
Figure 9. Effect of bond - Connector method (L) and Cohesive method (R). From [10]. 
 

 
Figure 10. Comparison of FE simulation for different bond coefficients for the third drop - 
Connector method (L) and Cohesive method (R). From [10]. 
 
Figure 9 shows the results obtained with the Connector and Cohesive methods. In the 
experimental data shown, the displacement is derived using the reference displacement at 
the support (see [6] for this definition). However, the deflection for the FE simulations is 
obtained only using the midpoint vertical displacement. Therefore, the "shift" at around 5 ms 
is not visible in the FE results. Both methods capture the maximum deflection at the same 
time, indicating that both FE simulations replicate the experimental response. The simulations 
capture the initial stiffness of the experiment, as all of the curves are similar at that stage. The 
peaks of the FE simulations are slightly higher than for the experiment, but the results are 
similar. The discrepancies in the obtained peak values are between 0.7-4.0% for the 
Connector method and 3.8-4.5% for the Cohesive method.  
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Figure 10 shows the results for the third drop. The largest deflection occurred using a perfect 
bond (PB) for the previous drops. However, at the third drop, it was instead the model with a 
bond coefficient of 1.25. One possible explanation for this phenomenon is that the steel 
reinforcement exhibits a larger slip due to the lower bond capacity. The curves of the 2.5 and 
4.1 bond coefficients are comparable, but the model with 4.1 shows a slightly smaller 
deflection, consistent with the results observed from the previous drops. The Cohesive method 
exhibits the opposite behaviour for the bond coefficients. The largest deflection occurs for the 
model with a bond coefficient of 4.1, followed by the model with 2.5. The curves are, however, 
generally similar. Apart from the deflection of the curve, the response in the models utilizing 
the two methods is comparable. 
 

 
(a) Striker Connector PB           (b) Pressure Connector PB 

 

 
(c) Striker Cohesive PB            (d) Pressure Cohesive PB 

 

 
(e) Striker Connector 4.1           (f) Pressure Connector 4.1 

 

 
(g) Striker Cohesive 4.1            (h) Pressure Cohesive 4.1 

 

 
(i) Striker Connector 2.5           (j) Pressure Connector 2.5 

 

 
(k) Striker Cohesive 2.5            (l) Pressure Cohesive 2.5 

 

 
(m) Striker Connector 1.25          (n) Pressure Connector 1.25 

 

 
(a) Striker Cohesive 1.25           (b) Pressure Cohesive 1.25 

 
Figure 11. The damage in tension for striker impact and pressure load. Red indicates fully 
damaged elements. From [10]. 
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Figure 11 illustrates 16 different beam configurations and compares two different load types - 
a striker hitting the beam and an impact load applied as a pressure, as described in Section 
3.2. For further details, see [10]. The same bond coefficient modifications are presented next 
to each other, i.e. used for each row. The results of the striker and the pressure methods are 
generally comparable. The Cohesive method with assumed PB is a notable example, as the 
results appear similar and indicate the same type of behaviour. The least satisfactory results 
were obtained using the Connector method for bond coefficient 2.5, where the differences 
between the two methods are significant. There is less cracking for the pressure method, and 
the damage around reinforcement failures starts to show. However, the methods still display 
similar behaviour in terms of failure mode, which is important, and it can be stated that using 
pressure instead of a solid striker generally leads to good results.  
 
Table 2 displays the computation time for each method and case and the average computation 
time for each method. The time required with the assumed PB is considerably less than that 
required with the Connector method. This is expected, given that the reinforcement is 
modelled as a beam in the Connector method compared to the Cohesive method, where it is 
a solid. The beam has a significantly smaller number of nodes, resulting in much shorter 
calculations. 
 

Table 2. Computation time (sec.). From [10]. 
 

Type of simulation Connector method Cohesive method 
Striker PB 00:15:37 00:34:42 
Striker 4.1 00:52:00 00:52:00 
Striker 2.5 00:52:05 00:43:42 
Striker 1.25 00:51:18 00:42:02 
Average Striker 00:42:45 00:43:07 
Repeated load PB 00:27:26 01:15:19 
Repeated load 4.1 01:50:17 02:18:48 
Repeated load 2.5 01:51:38 01:55:28 
Repeated load 1.25 01:47:53 01:37:16 
Average Repeated load 01:29:19 01:46:43 
Average Total time 01:06:02 01:14:55 

 

5 CONCLUSIONS 
The comparison between experimental testing and numerical modelling results indicates that 
the bond-slip behaviour in the Model Code [11] generally underestimates the bond strength. 
Therefore, a method for calibrating the bond strength between steel reinforcement and 
concrete was suggested and tested. A bond coefficient of 4.1 was found to be comparable to 
the experiments. This is for impact-problems important to consider, as a lower coefficient may 
in general design be conservative, but for impact loads this may wrongfully indicate a flexural 
failure mode which instead is non-conservative. Thus, a design based on the Model code 
would not be for the worst possible case. For conservative model results, a high bond 
coefficient or perfect bond should be used. 
 
The comparison between the two methods tested for FE modelling, the Cohesive and 
Connector methods, reveals that both are generally comparable. However, slight differences 
in the results are evident, particularly in Figure 4, which illustrates the comparison between 
the calibrated FE model and experimental data. The Cohesive method closely matches the 
experimental stiffness initially, while the Connector method becomes more accurate as the 
analysis progresses. Since the only difference between the two methods is how the 
reinforcement is represented, this accounts for the observed variations. The way force transfer 
is influenced varies depending on the method used. The Connector method calculates nodal 
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forces at the nearest nodes, which translators connect. In contrast, the Cohesive method 
directly transfers forces, leading to a smaller contact area when slip occurs, thus reducing the 
available area for force transfer. Theoretically, the Cohesive method should offer greater 
precision as it accurately represents stress transfer and reinforcement. However, this is not 
entirely the case, as the Connector method is more effective at capturing the failure mode. 
The Connector method is also more time-efficient, which could be crucial in complex analyses. 
When comparing deflection, the Cohesive method performs better in representing the peak 
displacement value. Based on these findings, the Connector method is advantageous for 
crack analysis and time efficiency. Conversely, the Cohesive method excels at simulating 
deflection, although it can be argued that the Connector method is sufficiently accurate. 
 
The influence of varying bond conditions is substantial. In the static pull-out test, bond strength 
is significantly reduced when a smaller bond coefficient is applied, which aligns closely with 
the results predicted through hand calculations. These findings remain consistent under 
impact loading, where stress patterns follow the same principles. It can be concluded that a 
lower bond coefficient increases the likelihood of flexural failure in the beam as opposed to 
shear failure. Furthermore, with decreased bond strength, less concrete crushing is observed. 
This flexural-dominated behaviour is beneficial, as bending failure is less brittle and offers 
enhanced safety due to its higher energy absorption capacity. Experimental results also 
indicate these findings, demonstrating bond-slip behaviour and minimal flexural cracking 
without shear failure. For beams subjected to multiple impacts, results indicate that cracks will 
appear after the first drop, and the load response to subsequent impacts will differ somewhat. 
However, numerical results still show satisfactory outcomes. 
 
The impact load was modelled both as a striker and as a pressure. In conclusion, the two 
modelling approaches yield similar results for deflection and crack patterns. This is an 
important finding, as using the pressure-modelled load reduces computational time, a critical 
factor in complex simulations. 
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Abstract 
The Daikai Station subway structure in Japan completely collapsed in the great Hanshin-
Awaji earthquake that occurred 30 years ago, on January 17, 1995. Since it deformed in 
an approximately symmetrical manner with respect to the shortened central columns, it 
might have experienced its catastrophic collapse due to a vertical impulse motion. To 
investigate the dynamic response behaviour of the structure with the central columns 
composed of concrete-filled steel tubes (CFTs) that were used to increase the strength of 
the existing RC columns when the station was reconstructed, a 3D elastoplastic transient 
response analysis of the station structure was conducted by surcharging an isolated 
upward pulse-like displacement wave from the bedrock and varying the number of the 
CFTs for each central column. The results obtained from this study are as follows: on 
inputting a displacement wave of 5 ms duration and 4 m/s velocity, crushing of the central 
columns may be effectively prevented by replacing the RC structure with a CFT structure 
for the central columns; thus the reconstructed station structure, whose central column 
was strengthened by using three CFTs, should be in a structurally healthy condition when 
suffering a severe earthquake such as the Great Hanshin-Awaji earthquake. 
 

1 INTRODUCTION 
The Hyogoken-Nanbu (Hanshin-Awaji) earthquake occurred 30 years ago, on January 

17, 1995, in southwestern Japan. More than 4,600 people’s lives were lost and many 
bridges and infrastructures in the Kobe-Osaka area suffered severe damage. The 
registered magnitude of the earthquake was 7.2 on the Richter scale and the focal depth 
was 16 km below ground level. The Kobe Ocean Meteorological Observatory Station 
located approximately 20 km northeast of the epicenter recorded peak ground 
accelerations of 8.2 m/s2, 6.2 m/s2, and 3.3 m/s2 in the N-S, E-W, and U-D directions, 
respectively, with a peak ground velocity of 1.05 m/s.  

Almost all infrastructures were damaged due to the strong lateral vibration of the 
earthquake. However, it was found that the damage was due to the unlikely phenomenon 
of a strong lateral vibration of the earthquake; circumferential cracks occurred in the 
concrete bridge piers and the upper and/or lower parts of the bridge piers were crushed. 
The collapse of the Daikai Station subway structure [1] indicates that the failures could be 
caused by the observed vertical motion. In particular, the significant damage to the Daikai 
Station subway structure as shown in Figure 1 was the first severe failure worldwide to 
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correct the general perception of geotechnical engineers regarding underground 
structures having a higher seismic performance than surface structures. This is because 
(if there is no liquefaction) underground structures that do not cross an active fault follow 
the deformation of the surrounding ground during the earthquake and usually have a 
smaller unit weight than that of the subsoils. Since the structure was significantly deformed 
due to axial compression failure, while remaining approximately symmetrical with respect 
to the shortened central columns, it is not easy to maintain that the damage was caused 
by the strong lateral vibration of the earthquake.  

The authors have tried to represent numerically the compression failure of the Daikai 
Station subway structure by including soil layers underneath the station and a single pulse-
like uplift displacement at the base stratum [3]. The results indicated that the central 
column of the station collapsed in the compression failure mode and the ground surface 
subsided by more than 600 mm below the original ground level for a load duration of 5 ms 
and a velocity of 4 m/s as shown in Figure 2. 

In this study, to investigate the dynamic response behaviour of the station structure with 
the central columns composed of concrete-filled steel tubes (hereinafter, CFTs) applied to 
additionally strengthen the existing RC columns when the station was reconstructed, 3D 
elastoplastic dynamic response analyses of the station structure were conducted, varying 
the number of CFTs for each central column. These numerical simulations were conducted 
using LS-DYNA code [4]. 

2 OUTLINE OF NUMERICAL ANALYSIS 

2.1 Numerical model 
Figure 3 shows the cross-sectional dimensions and an actual central column of the  

 
Figure 1. Compression failure of the central columns of the Daikai Station subway 
structure [2].  

        
(a)                                                        (b) 

Figure 2. Crack patterns and deformation of the station structure under a single uplift 
displacment: (a) numerical results [3]; and (b) actual damage [2]. 
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reconstructed Daikai Station subway structure. Figure 4 shows the cross-sectional 
dimensions and rebar arrangement for each central column considered, wherein these are 
designated as Columns 1-CFT, 2-CFT, and 3-CFT, respectively. In this study, the number 
of CFTs was varied from 1 to 3, with 3 CFTs is for the column investigated here. The 
numerical simulation was carried out for the structure subjected to an isolated upward 
displacement wave of short duration focusing on the main section, that suffered severe 
damage during the Hanshin-Awaji earthquake. Figure 5 shows the numerical analysis 
model, in which Figure 5(a) shows the discretization for the symmetrical cross section of 
the whole structure including the surrounding soils. The soil layers were discretized in the 
region from the base stratum to the ground surface and laterally more than twice the width 
of the main section of the station on both sides. The surrounding soils consist of 7 layers, 
in which diluvial deposits (Pleistocene clay, sand, and gravel) have been overlain by 
alluvial deposits (Holocene clay and sand) [5]. The decomposed granite soil was used as 
backfill material for the sidewalls. 

    A non-reflecting boundary condition was applied to the ends of the surrounding soil 
layers and the bottom surface of the base stratum. A contact algorithm with the ability to 
consider sliding without friction and separating actions was employed for the following two 
adjoining surface elements: between backfilled elements and the outer surface of the 
sidewall, between the bottom surface of the base slab and the upper surface of the soil 
layer in contact with the slab, and between the bottom surface of the overburden soil and 
the upper surface of the ceiling slab, respectively. Figure 5(b) shows the 3D discretization 
for the main section of the station without platforms for the numerical simulation. Since the 
station’s central columns are arranged in a centre-to-centre spacing of 3.5 m, just a part 
of the station supported by a single column was taken into consideration in the longitudinal 

                   
(a)                                           (b) 

Figure 3. Post-earthquake reconstructed subway station: (a) dimensions of cross-
section; and (b) a view of the central column. 

 
(a)                                (b)                                              (c) 
 

Figure 4. Cross-sectional dimensions and rebar arrangement of central columns: (a) 
Column 1-CFT; (b) Column 2-CFT; and (c) Column 3-CFT. 
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direction. The rebars were discretized by using beam elements and isolating from the 
concrete elements following the actual structure of the station before collapse. These were 
perfectly bonded with the concrete elements by coupling. 

Regarding the boundary conditions, the nodal points in the symmetrical surface and the 
end surface in the longitudinal direction were restrained in the normal directions. The 
damping factor was ignored. Self-weight was also considered in the numerical analyses. 

2.2 Constitutive model 
Figure 6 shows the stress-strain relationship for each material used in this numerical 

analysis: concrete, rebars, overburden and backfilled soils. However, the surrounding soil 
layers excluding the remoulded soils described above were assumed to be elastic. The 
material properties for each layer were listed in Table 1 [5] [6]. In this table, layer numbers 
refer to those in Figure 5(a). 

In this study, the Karagozian & Case concrete model (KCC model or MAT072R3 in LS-
DYNA [4]) as shown in Figure 6(a) was employed for the concrete. This model can allow 
automatic generation for all the parameters by inputting only the compressive strength f’c, 
Poisson’s ratio νc, density of concrete ρc, and element size [7]. The compressive strength 
of the concrete was set to f’c = 37 MPa [6]. The Poisson’s ratio and density were assumed 
as νc = 1/6 and ρc = 2.3×103 kg/m3, respectively. The tensile strength was estimated to be 

 
(a) 

 
 

Figure 5. FE model of the Daikai Station subway structure: (a) discretization of the 
cross-section including surrounding soils; and (b) 3D discretization of main section of the 
station. 

(b) 
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approximately one-tenth of the compressive strength, and the compressive and tensile 
stresses were released at approximately -0.9 % and 0.2 % strain, respectively.  

Figure 6(b) shows the stress-strain relationship for the axial and shear rebars used in 
this study, in which a bi-linear type of constitutive model was applied taking into account 
the plastic hardening effect after yielding. The yield strength of the rebar was set to fy = 
306 MPa. The density ρs, elastic modulus Es, and Poisson’s ratio νs for the rebar were 
assumed using the nominal values: ρs = 7.85 × 103 kg/m3, Es = 206 GPa, and νs = 0.3, 
respectively. It was assumed that yielding of the rebar followed the von Mises yield 
criterion and the plastic hardening coefficient H’s was assumed to be 1 % of the Young’s 
modulus Es. 

Figure 6(c) shows the stress-strain relationship for the overburden soils at the station 
constructed by means of the cut-and-cover method and backfill for the outer side of the 
walls. The model was assumed to be a perfectly elastoplastic body and the elastic modulus 
at unloading, EGul = 10 GPa for the stress to be perfectly released as soon as the soil 
unloaded and also not to resist the tensile force. 

2.3 Model of input uplift displacement wave 
Assuming a single pulse-like uplift motion with a period T0 at the base stratum, the bottom 

surface of the stratum was forcibly and linearly moved up to the maximum displacement di,max 
during the half time of the period T0 and was then kept at this displacement. Figure 7 shows 
the schematic displacement di -time t and velocity of the displacement Vi -time t relationships. 
From this figure, it is seen that the velocity Vi of this movement is obtained as Vi = 2 di,max /T0 
and after passing the time of T0/2 the velocity Vi drops to zero.  

    
            (a)                                             (b)                                     (c) 
 

Figure 6. Constitutive models for materials: (a) concrete; (b) rebar and CFT; and (c) 
overburden soil.  

Layer  
No. Soil type 

Density 
ρG 

 (kg/m3) 

Young's 
modulus 
EG (MPa) 

Shear  
velocity 
CG (m/s) 

Comp.  
strength 

(MPa) 

Yield 
strain 

Poisson's  
ratio 

1 Alluvium clay 1.9×103 99 140 1 0.01 0.33 
2 Backfilled 1.9×103 54 100 1 0.018 0.43 
3 Alluvium sand 1.9×103 111 140 1 0.009 0.49 
4 Backfilled 1.9×103 96 130 1 0.01 0.49 
5 Diluvium sand 1.9×103 164 170 - - 0.49 
6 Backfilled 1.9×103 145 160 1 0.007 0.49 
7 Diluvium clay 1.9×103 205 190 - - 0.49 
8 Backfilled 1.9×103 146 160 1 0.007 0.49 
9 Diluvium clay 1.9×103 326 240 - - 0.49 
10 Diluvium gravel 2×103 648 330 - - 0.49 
11 Diluvium clay 2.1×103 1,544 500 - - 0.49 

Table 1. List of material properties of soil layers. 
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In this study, numerical simulations were conducted inputting the period T0 = 10 ms and 
velocity of the movement Vi = 4 m/s, in which the maximum displacement di,max was estimated 
as di,max = 20 mm. 

3 NUMERICAL RESULTS 

3.1 Time history of displacement 
Figure 8 shows comparisons of the time histories of the vertical displacements d and the 
velocities V in the station structure and soil layers in the cases of varying the number of CFTs 
of the central columns together with the RC column (hereinafter, referred to as Column RC) 
before it suffered damage from the earthquake. In this figure, to investigate the propagation 

 

(a) (b)   

Figure 7. Schematic time histories of input wave: (a) displacement; and (b) velocity of 
displacement. 

 

(a)                             (b) 

Figure 8. Comparisons of time histories of dynamic responses: (a) vertical displacement; 
and (b) velocity of vertical motion. 
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characteristics of the wave passing through the station structure from the base stratum, each 
time history is indicated for points along the axes of the central column up to the time t = 100 
ms from the beginning of uplift loading (hereinafter, referred to as time t). 

In Figure 8(a), the time histories are compared with the displacements between the lower 
point of the column and the upper surface point of the soil layer just below the base slab. Even 
though the time histories behave similarly up to the time t = 23 ms, afterwards, all time histories 
at the column increase monotonically but the time histories at the soil layer do not increase in 
magnitude in a similar way to them and the soil layer vibrates alternatively with a period of 
approximately 60 ms regardless of the number of CFTs. The amplitude of the time history at 
the column tends to increase corresponding to the decrease of the number of CFTs and that 
for Column RC is the largest among them. The displacement time histories at the upper point 
of the column increase monotonically and tend to increase corresponding to an increase of 
the number of CFTs; the amplitudes of the time histories for 1-CFT, 2-CFT, and 3-CFT 
columns at time t = 100 ms are approximately 60, 100, and 130 mm, respectively, and that for 
the Column RC is the smallest and is less than 20 mm. Therefore, it is seen that the relative 
displacement between the lower and upper points of the column tends to increase 
corresponding to the decrease of the axial stiffness of the column as mentioned below.  

From the distributions of the time history of the displacement velocity at the upper surface 
point of the soil layer just below the base slab shown in Figure 8(b), it is seen that the 
distributions in a sinusoidal vibration state are similar to those of the displacement. The 
velocities of the motion at the lower point of the column for Columns 1-CFT and RC are the 
highest among all the columns considered and the velocity tends to increase corresponding 
to a decrease of the axial stiffness of the column. The decreasing ratio of the velocity after 
reaching the maximum velocity of the motion tends to increase with an increase of the axial 
stiffness of the column; the velocity for Column 3-CFT with the largest stiffness for all columns 
considered rapidly decreased and then is asymptotically close to velocity of 1 m/s. The region 
over the lower point of the column in the case of the central column with CFTs at around time 
t = 100 ms move up with velocity of approximately 1 m/s and that for the case of Column RC, 
more slowly than those of the column with the CFTs. 

Figure 9 shows comparisons of the time histories of the relative displacement and the 
average strain between the lower and upper points of the central column composed of three 
columns with CFTs and with Column RC. From this figure, it is observed that the displacement 
(average strain) at time t = 100 ms tends to decrease with an increase of the number of the 
CFTs: the displacements (strains) for Columns 1-CFT, 2-CFT, and 3-CFT are 177 mm (4.7%), 
75 mm (2%), and 30 mm (0.8%), respectively. Since the displacements (strains) for all cases 
except Column RC are constant after passing approximately the time t = 50 ms, the severe 
local buckling of the column may not occur for the station structure as in the compression 
failure state. On the other hand, in the case of Column RC, the station is certainly in a 

 
Figure 9. Comparisons of time histories of relative displacement  between lower and 
upper points of central column for three CFT columns and the Column RC.  
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compression failure state, because the displacement (strain) monotonically increases at time 
t = 100 ms with values of 480 mm (10%). 

Figure 10 shows comparisons of damage patterns to the station structure at time t = 100 
ms varying the number of CFTs for the central column and Column RC. In this study, based 
on the concept of the constitutive model for the concrete shown in Figure 6(a), the element is 
colored in red as suffering damage; crack opening and/or crushing, for the damage index to 
be larger than 1.98 [4]. 

From this figure, it is observed that when using Column RC for the central column, the 
station structure collapses due to compression failure of the column. The vertical upward 
displacement of the RC slab below the column is larger than for those near the sidewalls. On 
the other hand, in the case of Column 1-CFT, the steel tube buckles locally in a sine-shaped 
curve mode in the lower part of the column. However, the station structure may not suffer a 
collapse because the relative displacement between the lower and upper points of the column 
is kept constant, as mentioned above, and the vertical upward displacement of the RC slab is 
approximately equal over its entirety. In the case of Column 2-CFT, a half sine-shaped curve 
local buckling occurs. However, the damage suffered may be smaller than that for Column 1-
CFT, while the amplitude of the mode is significantly smaller. In the case of Column 3-CFT, 
the CFTs are not buckled and cracking is hardly found in the column. The vertical upward 
displacement of the RC slab below the column may be smaller than near the sidewalls, 
differing from the case of Column RC. Thus, it is seen that the station structure with the central 
columns composed of 3-CFTs may be mostly in a structural healthy state for three columns 
after the earthquake. 

4 CONCLUSIONS 
In this study, to investigate the dynamic behaviour of the Daikai Station subway structure 

with the central columns composed of concrete-filled steel tubes (CFTs), used to increase the 
strength compared to the RC columns that collapsed due to the great Hanshin-Awaji 
earthquake, a 3D elastoplastic transient response analysis was carried out, surcharging with 
an isolated pulse-like upward displacement (duration of 5 ms and velocity of 4 m/s) with a 
varying number of CFTs. The results obtained from this study were as follows:  
1) the station structure having a central column with 1-CFT will probably not collapse, even 

though sine-shaped curve buckling occurs; 
2) the damage level for the station tends to decrease when increasing the number of CFTs 

for the column whereby the axial stiffness is increased; and 
3) the reconstructed station structure, whose central columns were strengthened by using 

three CFTs, should still be in a structurally healthy state when subjected to a severe 
earthquake like the Great Hanshin-Awaji earthquake. 
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Abstract: 

In underground mining and geotechnical construction, Excavation Damage Zone (EDZ) 
and external dynamic disturbances such as blasting, and fault activity are common and 
cause damage to rock mass. Therefore, understanding the cumulative damage and failure 
mechanisms of underground openings containing EDZ under dynamic loading, especially 
in great depth, is crucial. This study used the Continuous Surface Cap Model (CSCM) to 
model the damage development and failure of stressed rock masses induced by internal 
excavation unloading and external dynamic loading. This was implemented by combining 
the implicit-explicit algorithm and the restart technology in the LS-DYNA to account for 
cumulative damage. The simulation results indicated that the depth of the EDZ increased 
proportionally with the initial stress, and under external dynamic disturbances, the process 
zones around the EDZ would fail and form new process zones at the new stable boundary 
of the Dynamic Damaged Zone (DDZ), which widen the damage extent of the surrounding 
rock mass and potentially cause multiple dynamically triggered rockbursts.  

1 INTRODUCTION 

With the rapid depletion of shallow resources and space, there has been continuous 
exploration of the deep space within the Earth's crust. However, as excavation depth 
increases, rock destabilization hazards become frequent, which pose a great threat to the safe 
production of underground engineering. The initial stress increases proportionally with depth, 
and in rock engineering such as mining and tunneling, excavation inevitably disturbs the 
surrounding rock mass due to changes in the stress state. Excavation releases radial and 
shear stresses, leading to tangential stress elevation and generating EDZ [1-3], resulting in 
weakening and discontinuity of the rock properties. In addition, external dynamic 
disturbances such as blasting, fault activity, rock fall, etc., create additional stresses around 
the opening causing instability of rock mass and even triggering rockburst. To optimize the 
support system and mitigate destabilization hazards in rock engineering, there is an urgent 
need to clarify the failure characteristics and mechanism of the surrounding rock mass under 
excavation unloading and external dynamic loading. High initial stresses and redistributed 
stresses caused by excavation unloading are considered to be the prerequisite factors 
leading to EDZ [4]. Numerical simulations and field observations also have shown that rapid 
unloading is a critical factor in the formation of EDZs.  
The EDZ significantly reduces the mechanical properties of the surrounding rock after tunnel 
excavation [5]. Additionally, external dynamic disturbances generated by adjacent 
construction and fault activity propagate as stress waves through the rock mass. When these 
waves encounter structural and material discontinuities caused by excavation, they scatter 
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and produce dynamic stress concentrations [6]. In such a situation, the superposition of two 
disadvantageous factors is more likely to cause dynamic instability of the surrounding rock 
mass. With these and knowledge, it is possible to obtain the cumulative damage and failure 
characteristics of a stressed excavation-damaged underground opening subjected to external 
dynamic disturbances by a combination of explicit-implicit sequence solution and restart 
techniques. This facilitates understanding the dynamic damage evolution of rock masses 
after excavation and the triggering mechanism of rockburst, which has rarely been 
considered in an integrated context and studied by combining initial stresses, EDZ, and 
dynamic disturbances, in particular, a comprehensive study combining theoretical and 
numerical modeling. 

2. EDZ FORMATION AND STRESSES INDUCED BY EXTERNAL DYNAMIC 
DISTURBANCE AROUND AN UNDERGROUND OPENING 

In some projects, two or more tunnels are close to each other, e.g., Fig. 1a-b shows the 
arrangement of mining and water diversion tunnels in Jinping II hydropower station and 
Xiangxi Gold Mine, and they are all affected by blasting in the nearby region. These tunnels 
are in greater depth and higher initial stress state, and a certain range of EDZ has been 
formed around them during the excavation unloading, which, together with the external 
dynamic loading, further affects the stability of the tunnels as shown in Fig.1c. 

 

Figure 1. Tunnels subjected to a dynamic disturbance in (a) Jinping II diversion (b) a panel 
layout of Xiangxi Golden Mine and (c) Splitting, spalling, and rockburst caused by dynamic 
disturbance in the Bayu Tunnel, Shannan City [7]. 

The whole process from the onset of excavation to completion of underground openings is 
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subjected to both internal unloading and external dynamic disturbances. To evaluate the 
stress evolution around the tunnel generated by excavation and external disturbances, both 
of which can be simplified as elasto-dynamics problems in a medium with density ρ, modulus 
of elasticity E, Poisson's ratio υ, Lame constants λ and shear modulus, G. Then the 
equilibrium equations are satisfied as: 
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Where σr, σθ, σrθ are the stress components in radial, tangential, and shear. ur and uθ are the 
displacements at r and θ directions in the polar coordinate system with the centre of the 
tunnel as the origin, and t is the time variable. By introducing a pair of displacement potential 
functions ψ and ϕ, Eq.1 can be written as: 

𝛻2𝜙 =
1

𝑐𝑝
2

𝜕2𝜙

𝜕𝑡2
        (2a) 

𝛻2𝜓 =
1

𝑐𝑠
2

𝜕2𝜓

𝜕𝑡2
     (2b) 

Here 𝛻2is the Laplacian Operator, cp,s is the P- and S-wave velocity respectively, and Eq. 2 is 
the wave equation expressed in terms of the potential function. The solutions of Eq.2 are a 
series of linear superpositions of Cylindrical Functions with unknown coefficients: 

𝜙 = ∑ 𝐴𝑛𝑍𝑛(𝑘𝑝𝑟) 𝑐𝑜𝑠 𝑛 𝜃
∞
𝑛=0           (3a) 

𝜓 = ∑ 𝐵𝑛𝑍𝑛(𝑘𝑠𝑟) 𝑠𝑖𝑛 𝑛 𝜃
∞
𝑛=0     (3b) 

Here 𝑘𝑝 =
𝜔

𝑐𝑝
, 𝑘𝑠 =

𝜔

𝑐𝑠
, ω is the circular frequency, Zn(·) is the Cylindrical Functions of order n 

(n is an integer). An and Bn are the undetermined coefficients which will be solved according 
to the boundary conditions in the following sections. 
Although both the excavation unloading of the tunnel and the external dynamic disturbances 
are governed by Eq. 2 and can be represented by a generalized solution in the form of Eq. 3, 
the two processes generally happen at different times and therefore the whole problem is 
decomposed into two sub-problems i.e. 
(i) The tunnel under initial stress state subjected to excavation unloading and lead to stress 
redistribution and EDZ formation. 
(ii) The tunnel is subjected to external dynamic disturbance after the excavation is completed, 
the stress wave scatters around the tunnel, and dynamic stress distribution is induced. 

2.1. Mechanism of formation of Excavation Damage Zone 

During tunnel excavation, initial stress unloading and redistribution of stresses are the 
primary causes of EDZ around the tunnel. To obtain the mechanism of EDZ formation and 
the effect of the stress state, the stress evolution around the tunnel during the unloading 
process will be calculated. In this study, the opening in a hydrostatic stress field of magnitude 
σ0 is considered to quantitatively assess the effect of the initial stress magnitude, in such a 
case Eq. 2b and Eq.3b are eliminated. 
As a constant unload rate path, the liner unload path has been widely used to study the 
unloading-related problem of tunnels [3, 8, 9]. Under the hydrostatic stress state, the 
unloading boundary condition of the excavation with a linear path can be expressed as 

follows： 

{

𝜎𝑟𝑟|𝑟=𝑟0 = −
𝜎0𝑡

𝑡0

𝜎𝜃𝜃 = 0
𝜎𝑟𝜃 = 0

       (4) 

Here, t0 is the unloading period, and r0 is the tunnel radius. It is difficult to solve such a 
problem directly in the time domain. Therefore, the Laplace transform is used to transform 
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Eq.3 and boundary condition Eq.4 into the Laplace S-domain, then the corresponding 
tangential stress in the Laplace domain is: 

�̃�𝜃𝜃(𝑟, 𝑝) =
𝜎0(1−𝑒

−𝑡0𝑆)𝑟0[𝜆𝐾1
′
(
𝑆𝑟

𝑐𝑝
)+

𝜆+2𝜇

𝑟
𝐾1(

𝑆𝑟

𝑐𝑝
)]

𝑆2𝑡0[(𝜆+2𝐺)𝑟0𝐾1
′
(
𝑆𝑟0
𝑐𝑝
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𝑆𝑟0
𝑐𝑝
)]

   (5) 

Eq.5 is Laplace inversed into the time domain by employing the numerical inverse method 
proposed by Valsa and Brančik [10]. The unloading time has a pronounced influence on the 
unloading stress redistribution. Excavation unloading is firstly calculated at the excavation 
boundary r = r0 with different unloading times. The results of the tangential stress histories 
with unloading times of ~0ms, 2ms, 5ms, and 10ms are plotted in Fig.2. The amplitude of the 
redistributed stresses is different for various unloading times (unloading rates). Transient 
unloading, as the most rapid unloading method, is characterized by the highest unloading 
rate, and in this case, at the moment of unloading onset, a stress drop occurs, where the 
stress first decreases to 0.75 of the initial state, then rises to reach a magnitude of ~2.25, 
which is about 12.5% higher than the static stress level. As the unloading time increases, the 
magnitude of the tangential stress decreases, and when the unloading time is 10 ms, the 
peak of the tangential stress concentration decreases to ~2.04, which is very close to the 
static value of 2.0.  

 

Figure 2. Stress histories at tunnel boundary under different unloading time  

In the temporal aspect, faster unloading leads to higher stress concentrations. Here, Fig.3 
plots the spatial distribution of the tangential stresses as a 2ms dynamic unloading and 
quasi-static unloading is employed. Because the deformation and damage of the rock mass 
are dependent on the stress state, it is assumed that there is a failure limitation of rock mass 
(see Fig.3), and as the stress state in the surrounding rock mass exceeds this limit, the EDZ 
will be generated. A conclusion is thus obtained that the range of EDZ around the tunnel 
increases with increasing initial stresses and unloading rates. 
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Figure 3. Maximum tangential stress variation with the distance to the tunnel boundary under 
2-ms dynamic unloading and quasi-static unloading.  

2.2. Dynamic stress concentration around a damaged opening  

The second sub-problem deals with the stress distribution around a tunnel containing an EDZ 
after excavation subjected to external dynamic disturbance. The depth of the EDZ is varied 
under different stress states and unloading rates, assuming that the radius of the EDZ is r1 
(see Fig.4). The elastic parameters of the undisturbed surrounding rock mass are denoted by 
the subscript 1, and the elastic parameters of the EDZ are denoted by subscript 2, such as the 
elastic modulus E1,2, Poisson's ratio v1,2, etc. 

 

Figure 4. Sketch of a tunnel with EDZ subjected to dynamic disturbance 

As for the problem laid out in Fig.4, supposing a P-wave is applied horizontally, a reflected 
P-wave and a scattered SV-wave are generated both at the inner surface of the tunnel and at 
the interface between the EDZ and the undisturbed surrounding rock mass (r=r1). The 
incident reflected and scattered waves are expressed as a Fourier series of Cylindrical 
Functions in the form of Eq. 3, and the incident wave is [11]: 

𝜙(𝑖) = 𝜎𝑑 ∑ 𝜀𝑛𝑖
𝑛𝐽𝑛(𝑘𝑝1𝑟) 𝑐𝑜𝑠 𝑛 𝜃𝑒

−𝑖𝜔𝑡∞
𝑛=0     (6) 

EDZ

EDZ
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where Jn(·) is the Bessel function of the first kind of integer order n, σd is the peak of dynamic 
loading. Here ɛn = 1 for n = 0 and ɛn = 2 for n > 0. Due to the difference in properties between 
the EDZ and the undisturbed rock mass, the incident wave is reflected and scattered on their 

interface. The P- and SV wavefields in undisturbed rock mass are [11]： 

𝜙1 = ∑ [𝜑0𝜀𝑛𝑖
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Similarly, the wavefields in EDZ are: 
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Here, 𝐻𝑛
(1,2)

 is the Hankel function of the first and second kind of integer order n. And  𝐴𝑛
1,2, 

𝐵𝑛
1,2, 𝐶𝑛

1,2, 𝐷𝑛
1,2 are the coefficients to be determined based on the boundary conditions. 

There are two sets of boundaries to determine these parameters, one is the radial and shear 
stresses are zero at the inner surface of the tunnel as: 

𝜎𝑟𝑟2 = 0
𝜎𝑟𝜃2 = 0

}     (9) 

The other set of boundary conditions is the displacement and stress relations at the interface, 
given that some discontinuities between the EDZ and the undisturbed rock mass arise due to 
excavation, the interface is therefore imperfect, denoted as [12]: 

𝜎𝑟𝑟1 = 𝜎𝑟𝑟2 = 𝑘𝑟(𝑢𝑟1 − 𝑢𝑟2) if 𝑢𝑟1 ⩾ 𝑢𝑟2,   (10a) 

𝜎𝑟𝑟1 = 𝜎𝑟𝑟2 and 𝑢𝑟1 = 𝑢𝑟2 otherwise.   (10b) 

𝜎𝑟𝜃1 = 𝜎𝑟𝜃2 = 𝑘𝜃(𝑢𝜃1 − 𝑢𝜃2)    (10c) 

Here, kr and kθ are the normal and transverse spring constants of the interface, respectively. 
By combining Eq.6-8 with the boundary conditions Eq.9-10, the undetermined coefficients 
and stress distributions are fully determined. It is clear from Eq.6-8 that the stress is highly 
affected by the elastic parameters of both EDZ and undisturbed rock mass. Moreover, the 
frequency of the stress wave decreases as propagation and the EDZ depth vary with the 
unloading rate and the initial stress as estimated in section 2.1. Thus, the response of the 
tunnel at different frequency ranges and EDZ depths is studied. In this study, cp1/cp2=0.5, and 
kr = kθ =0.5G/r1 are specified to study the influences of EDZ depths and wave frequencies on 
the dynamic stress around the tunnel. 
Fig.6 plots the stress response on the interface between (r = r1) the EDZ and intact rock mass 
and the inner surface (r = r0) of the tunnel in horizontal and vertical directions. In the figures, 
the frequency range is selected as ω= 0~2500Hz, which includes most frequency of the 
natural and artificial dynamic disturbances [13, 14]. 
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Figure 5. Frequency response curves of the tunnel with different EDZ depths at (a) r = r1 in 
the horizontal direction, (b) r = r1 in the vertical direction, (c) r = r0 in the horizontal direction, 
and (d) r = r0 in the vertical direction. 

In the case without EDZ, i.e., an intact tunnel, a stress concentration of ~2.7 is generated in 
the vertical direction at r = r0, and tensile stresses appear in the horizontal direction of the 
incidence. For the frequency of the incident wave up to ~1000 Hz, in the case with EDZ, the 
stresses in the tunnel surrounding rock mass gradually increase with the depth of the EDZ for 
all conditions, except for the vertical direction at r = r1, which decreases with the depth of the 
EDZ. When the frequency exceeds ~1000 Hz, the stress response around the tunnel 
oscillates because with increasing frequency of the incident wave, more wave peaks and 
valleys are contained within the tunnel diameter range and resonance causing the response 
pattern to be more complicated, and multiple stress peaks may also occur around the tunnel. 
As most of the stress waves generated by blasting have a frequency within 1000 Hz, in this 
frequency band, the tunnel has an amplifying effect on the dynamic loads in the vertical 
direction, resulting in large compressive stresses, while tensile stresses may be generated in 
the incident directions. 
In conjunction with the conclusions in Section 2.1, rapid unloading at high-stress conditions 
produces a deeper EDZ that reduces the quality of the surrounding rock mass and also 
increases the additional stresses when the tunnel is subjected to external dynamic 
disturbances which further lead to tunnel instability.  

3. NUMERICAL MODELLING 

3.1 Method and Numerical Model 

In this section, LS-DYNA was used to carry out numerical simulations. An implicit-explicit 
sequence solution and iterative process are then employed to obtain the damage evolution 
and failure of the tunnel containing EDZ under dynamic disturbances after excavation at 
different initial stress states . A simplified calculation flowchart is illustrated in Fig.6, where 
dynain, and d3dump files are the system output of LS-DYNA [15]. These two files are used to 
store the stress and strain information of the elements and nodes of the model in the previous 
calculation and are inherited in the following calculation. The FEM model and the applied 
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dynamic loading are shown in Fig.7. 
 

 

Figure 6. Flowchart for the implicit-explicit solution approach adopted in this study. 

  

Figure 7. (a) FEM mesh and (b) applied dynamic loading. 

In Fig. 7b, tr and td are the raising and decay times of the dynamic loading. The applied 
dynamic loading is an equivalent blasting loading proposed by Tao et al . In this study, tr and 
td are set as 0.25ms and 0.75ms, respectively, and unloading times of 1ms under different 
initial stress σ0= 30MPa to 60MPa at intervals of 10MPa are investigated. 

3.2 Material Model 

Due to CSCM can realize the brittle and ductile damage of the rock mass and achieve the 
stress redistribution after excavation, whereas RHT and HJC are unable to obtain the 
redistributed stress after excavation accurately, in the study, the CSCM mater model was 
chosen for modelling the failure characteristic of rock mass. The yield surface is shown in 
Fig.8 and the yield function of CSCM is defined by: 

𝑌(𝐼1, 𝐽2, 𝐽3, 𝜅) = 𝐽2 −ℜ(𝐽3)
2𝐹𝑓

2(𝐼1)𝐹𝑐(𝐼1, 𝜅)   (11) 

Here I1 is the first invariant of the stress tensor, J2, and J3 are the second and third invariants 
of the deviatoric stress tensor. Ff (I1) is the shear failure surface, which is written as Eq.12, 
and αf, βf, θf, and λf are the failure surface control parameters [16]. 

𝐹𝑓(𝐼1) = 𝛼𝑓 + 𝜃𝑓𝐼1 − 𝜆𝑓𝑒
−𝛽𝑓𝐼1   (12) 

Fc (I1, κ) is the hardening cap and κ is the cap hardening parameter. ℜ(𝐽3) is the Rubin 
three-invariant reduction factor. And the hardening cap Fc (I1, κ) is expressed as: 

138



 

𝐹𝑐(𝐼1, 𝜅) = {
1 −

[𝐼1−𝐿(𝜅)]
2

[𝑋(𝜅)−𝐿(𝜅)]2
𝐼1 ⩾ 𝐿(𝜅)

1 𝐼1 ⩽ 𝐿(𝜅)
   (13) 

here: 

𝐿(𝜅) = {
𝜅 𝜅 ⩾ 𝜅0
𝜅0 𝜅 ⩽ 𝜅0

    (14) 

In Eq.14, κ0 is the value of I1 at the initial intersection of the cap and shear surfaces before 
hardening is engaged, and more details on CSCM were reported by Murray[16] .  

 

Figure 8. General shape of CSCM yield surface in two dimensions. 

The intact rock specimens are collected from a gold mine in China, with a depth of over 
1000m. Field survey results show GSI = 80, some parameters of the selected intact rock are 
σci=148MPa, σti=6.0MPa, Poisson’s ratio 0.21, and elastic modules Ei =48GPa. 

4. NUMERICAL RESULTS AND ANALYSIS 

The effect of the magnitude of the initial stress, and the dynamic loading on the damage to 
the surrounding rock mass of the tunnel will be simulated and analyzed in the following 
subsections. 

4.1. Simulated Damage around the Tunnel 

Fig.9 shows the EDZ caused by the initial stress unloading under different stress states.  

 

Figure 9. EDZs around the tunnel under different stress states of (a) σ0=30MPa, (b)σ

0=40MPa, (c) σ0=50MPa, and (d) σ0=60MPa. 

The EDZ depth around the tunnel increases with the increase in σ0, as σ0 increases from 

(a) (b)

(c) (d)

EDZ

EDZEDZ
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30MPa to 60MPa, the EDZ depths around the tunnel are 0, 0.36, 0.72, and 1.08m, 
respectively. After the excavation of the opening, a dynamic loading with a peak load of 
40MPa is applied on the left side of the model.  

4.2.  Influence of Peak Dynamic Loading on Damage of Rock Mass around Tunnels 

While the initial static stresses influence the extent and degree of EDZ, the dynamic loading 
amplitude has an equally strong influence on the development of DDZ, due to the dynamic 
loading generating stress concentrations around the tunnel. The distributions of DDZ in the 
surrounding rock mass under different dynamic loading amplitudes are given in Fig.10. 

 

Figure 10. DDZs around the tunnels under different initial and dynamic stress load conditions 
(Only damaged zones are shown in figures). 

It is observed in Fig.10 that the DDZ range shows a proportional increase with the increase of 
σ0 and σd. Fig.11 plots the variation of the maximum DDZ depth Rd increasing σ0 and σd, in 
which a liner relationship between the DDZ depths and σ0 and σd is observed. Under the 
dynamic loading with various amplitudes from 20 to 50 MPa, the Rd and σ0 satisfy the 
following relationship: 

 0.0443𝜎0 − 0.332 >  𝑅𝑑 𝑟0⁄ > 0.0443𝜎0 − 1.218      (15) 

For different σ0, the linear relationship between σd the and DDZ depth, are: 

𝑅𝑑 𝑟0⁄ = 0.85𝜎𝑑 + {

16.00; 𝜎0 = 30𝑀𝑃𝑎
29.75; 𝜎0 = 40𝑀𝑃𝑎
61.75; 𝜎0 = 50𝑀𝑃𝑎
89.50; 𝜎0 = 60𝑀𝑃𝑎

   (16) 

In Eq.16, as the initial stress increases, the intercept of the fitted line increases. To further 
determine their interrelationships, a three-dimensional least squares linear regression is also 
carried out and plotted in Fig. 8c, where the following interrelationship is satisfied: 

𝑅𝑑 𝑟0⁄ = 0.0125𝜎0 + 0.0292𝜎𝑑 − 0.6792; 𝑅
2 = 0.95       (17) 

The Rd is positively correlated with initial stress and dynamic loading, and the effect of 
dynamic loading amplitude is greater than that of initial stress.  
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Figure 11. Relationship between the maximum damaged depth around the tunnel under 
dynamic loading vs. (a)  σ0, (b) σd, and (c) their interrelationship. 

Under a higher stress state, the surrounding rock mass is directly damaged after excavation, 
and even a rockburst occurs.  Whereas, when the initial stress is lower, the surrounding rock 
mass does not destroy directly, but it is also disturbed by the excavation unloading. In this 
situation, the introduction of dynamic disturbances increases the stress and energy in the 
surrounding rock mass, which leads to the failure of the surrounding rock mass. The external 
dynamic input energy required for the damage of the surrounding rock mass is different for 
various initial stress states [17]. For a higher initial stress state, a single small-amplitude 
far-field dynamic disturbance is likely to result in a rockburst, since the rock has long been at 
the criticality of damage. For a lower initial stress state, a single high amplitude dynamic 
loading or multiple dynamic loadings of small amplitude would also induce rockburst.  

5. CONCLUSIONS 

This study analysed the formation of EDZ and its influence on the dynamic stability of the 
surrounding rock mass. Numerical simulations were carried out to assess the damage 
evolution and its extension around the tunnel under excavation unloading and subjected to 
external dynamic loading for different initial stress states. The effects of the initial stress state 
and the peak of the dynamic loading were also investigated. It was found that excavation 
under high stress state results in EDZ which causes scattering and stress concentration of 
external dynamic loading in the surrounding rock mass, further exacerbating the damage to 
the surrounding rock mass.  External dynamic disturbances break the EDZ down and form a 
new process zone, which elevates local stresses in the surrounding rock mass. Under high 
stress state, this leads to multiple triggered rockbursts, and under low stress state, this is the 
cause of cumulative damage and rockburst occurring in surrounding rock mass after multiple 
dynamic disturbances. We defined a linear relationship between the maximum DDZ depth 
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and the initial stress and peak external dynamic loading, with dynamic loading having a more 
pronounced effect on the maximum DDZ depth for the same magnitude. Based on the 
obtained results it is recommend that explicit and implicit solution and restart technique 
should be used to accurately calculate cumulative damage of rock masses under dynamic 
loading.  
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Abstract 

The rising global threat of war has emphasized the need for underground shelters as vital 
protection. These shelters have become essential for safeguarding lives in the face of 
escalating security risks worldwide. In the event of a blast, underground shelters with piles 
first experience the load on their peripheral walls, supported by the surrounding soil, which 
then transfers the load to the piles. The optimized pile design can be done by considering 
the interaction behaviour between the soil and the periphery wall. Dynamic response of 
the underground building with pile foundation and periphery wall during blast loading 
condition using the finite element analysis done in ABAQUS CAE software was 
investigated. The structure is modelled using shell elements, wherein the effects of soil-
structure interaction are incorporated by modelling the soil using frequency independent 
spring dashpot mass model. This study focusses on the effect of soil structure interaction 
for the above-mentioned building by giving soil conditions with higher and lower stiffness 
and with blast load of varying duration. The results indicate that, during static conditions 
the force transfer to the piles is lesser when soil stiffness condition is higher as the 
periphery wall attracts more force than piles and vice versa. During dynamic conditions, 
the same behaviour follows with the increased reaction with lesser blast duration and then 
arrives the static equivalent reaction as the blast duration increases. The findings of the 
study can be used to optimize the design of pile foundation system along with periphery 
wall for underground buildings by taking advantage of the surrounding soil. 

1 INTRODUCTION 

The frequency of war and terrorist attacks is increasing worldwide, posing significant 
challenges for governments in ensuring the safety of their citizens. Well-developed countries 
can provide dedicated emergency shelters, with underground structures being the preferred 
choice due to their enhanced protection against blast-related impacts. Extensive research on 
real-world scenarios and numerical studies has provided insights into the effects of air blasts, 
blast waves, and shock wave transmission. The propagation of surface blasts through soil 
varies depending on soil type and the number of layers between the blast location and the 
shelter. The impact of blast loads on semi-buried structures varies depending on the depth of 
burial and the number of blast scenarios considered. Analysis of multiple blast scenarios 
indicates that as the depth of the structure increases, the stress induced by the blast event 
decreases. This reduction in stress occurs because the surrounding soil absorbs and 
dissipates a significant portion of the blast wave energy, thereby minimizing the direct impact 
on the structure. (Mukesh Kumar, 2014) The deeper the structure is buried, the more 
effectively the soil acts as a protective barrier, reducing the transmission of shock waves and 
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blast-induced pressures. These findings highlight the importance of burial depth as a key 
design parameter for blast-resistant underground structures, ensuring enhanced structural 
resilience and occupant safety in extreme conditions. 
 
Underground shelters are typically constructed with reinforced concrete (RCC) periphery walls 
to safeguard occupants. In blast scenarios, lateral loads become predominant. In regions with 
poor soil conditions, pile foundations become essential. (L.B.Jayasinghe, 2013). Piles must 
be designed to withstand both vertical and lateral loads induced by blast events. Generally, 
piles exhibit lower lateral load-bearing capacity compared to vertical capacity. During a blast 
event, underground shelters with pile foundations first experience loading on their peripheral 
walls, which is transmitted through the surrounding soil and subsequently transferred to the 
piles. Optimizing pile design requires a comprehensive understanding of the interaction 
between soil and the periphery wall. 

 
This study focuses on the effects of soil-structure interaction in underground shelters by 
considering soil conditions with varying stiffness and blast loads of different durations. The 
dynamic response of the periphery wall and piles under blast loading is analysed using finite 
element modelling in ABAQUS CAE. The findings of this study contribute to the optimization 
of underground shelter design, enhancing structural resilience against blast-induced forces. 

2 MODELLING, MATERIALS AND METHODS 

2.1 Numerical Modelling 

The numerical modelling was done using a 2D planar model representing a deformable 
underground shelter with dimensions of 15 m × 7 m. The structure consists of a periphery 
wall, roof, and raft with thicknesses of 1 m, 1 m, and 2 m, respectively. A pile foundation 
with a length of 8 m was considered. The section properties were defined as 
Shell/Continuum Shell, homogeneous type, with a thickness of 1 m. Both the shelter and 
pile were assigned concrete material properties, with a density of 2400 kg/m³, Young’s 
modulus of 25,000 MPa, and Poisson’s ratio of 0.17. The structural components were 
assembled as shown in the Figure 1, incorporating six piles arranged at a centre-to-centre 
distance of 3 m. A tie constraint was applied to the pile-to-shelter joints to ensure 
connectivity. Meshing was performed with a seed value of 0.25 m, ensuring four elements 
per meter width for adequate resolution. The soil properties were modelled as uniform, 
with simplified stiffness support on either side of the periphery wall. Nonlinear 
compression-only springs were utilized to simulate soil-structure interaction, with two 
stiffness cases:  

Case 1: Lower stiffness value of 6000 N/mm. 

Case 2: Higher stiffness value of 18,000 N/mm. 
 
Reference points were created at least 1 meter away from the mesh nodes using the 
Springs/Dashpots option. Fixed boundary conditions were applied to the springs, and the 
displacements U1, U2, and U3, along with the rotational degree of freedom (ROTY), were  
constrained at the pile ends. 
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Figure 1 Underground Shelter Model 

2.2 Static Analysis 

To analyse the combined behaviour of wall stiffness and pile response, a static load of 
100 N/mm was applied as a SHELL EDGE load along the left-side edge of the wall in both 
Case 1 and Case 2 models, incorporating the respective nonlinear spring stiffness values. 
 

 

Figure 2 Model Static Analysis 

 
Table 1 Results Static Analysis 

Description  Case 1 Case 2 

Stiffness = 6000 N/mm 18000 N/mm 

Total Force =  700000 N 700000 N 

Reaction Force on Right Side Wall = 174000 N 500000 N 

Reaction Force on Left Side Wall =        Nil Nil 

Reaction Force on Piles = 525977 N 200000 N 

% Wall = 24.8 % 71.4 % 

% Pile = 75.1% 28.5% 

 
Soil with higher stiffness absorbs a greater portion of the lateral load, resulting in reduced load 
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transfer to the pile. In contrast, soil with lower stiffness transfers a larger proportion of the load 
to the pile, leading to higher reaction forces at the pile-soil interface. 

2.3 Blast Load Consideration 

The propagation of a blast load follows a pattern where the shock wave originates from the 
detonation point and reaches the structure, generating an incident pressure. This results in an 
initial positive pressure phase (Pso⁺), which gradually decreases and is followed by a suction 

effect, creating a negative pressure phase (Pso⁻). The time interval during which the positive 
pressure acts on the structure is termed the positive duration, while the subsequent negative 
pressure phase is referred to as the negative duration. The total duration (T) of the blast load 
on the structure is the sum of these two phases. Similarly, the structure, depending on its 
stiffness, possesses a natural time-period (Tₙ). The interaction between the blast duration (T) 

and the natural time-period (Tₙ) influences the structural response, potentially amplifying or 
reducing the effects of the blast load. Additionally, the ductility of the structure plays a crucial 
role in mitigating the impact. In this study, a static load of 100 N/mm is considered, with varying 
blast durations, referenced against the natural time-period of the structure, determined 
through modal analysis. 
 

 
 

Figure 3 Ideal Blast Wave Profile 

2.3.1 Modal Analysis 

Modal analysis can be performed on a separate model with the same initial conditions, but 
without applying any external load. The Field Output Request is configured to extract 
frequency data using the Linear Perturbation procedure. The resulting output provides the 
natural time-period of the entire structure, including the shelter building and pile system. 
 

Table 2 Results Modal Analysis 

Mode 1 2 3 4 5 6 7 8 9 10 

Time, ms - - - 454 394 279 250 237 236 162 
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Figure 4 Model – Modal Analysis 

2.4 Dynamic Analysis 

For dynamic analysis, a Dynamic, Implicit step is used with Nonlinear Geometry (NLGEOM) 
enabled. The blast duration is determined based on the modal values presented in Table 2 
(Results – Modal Analysis), ranging from 1 ms to 1000 ms. The blast duration is applied using 
a Time vs. Amplitude table, where the peak pressure is set at 0.1 times the total blast duration, 
ensuring the load follows an equivalent triangular wave, as illustrated in Figure 3. A 
representative Time vs. Amplitude table for a 100 ms blast duration is provided in Table 3 

 

Table 3 Time vs Amplitude – 100ms 

Time Amplitude 

0 0 

0.01 1 

0.1 0 

0 0 

 
The dynamic analysis is conducted multiple times by systematically varying the blast duration. 
The duration is initially set to 1 ms and 5 ms, followed by increments in multiples of 10, ranging 
from 1 ms to 1000 ms. This approach ensures a comprehensive evaluation of the structure’s 
response to different blast durations. The typical displacement of the structure is shown in 
Figure 5. 
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Figure 5 Typical Displacement along U1 Direction 

3 RESULTS AND DISCUSSION 

A force of 100 N/mm is applied to the left side of the shelter building with varying time periods. 
The wall-side stiffness springs, positioned on both sides of the wall, along with the pile bottom 
nodes, provide reaction forces during both loading and rebound. The reaction force (RF1) is 
extracted separately from all models for the left-side wall springs, right-side wall springs, and 
pile bottom nodes to analyse the structural response. For shorter blast durations, the reaction 
force is significantly lower due to the influence of the structure’s natural time-period on the 
load-reaction behaviour. The results of Static and Dynamic analysis is shown in Figure 6, 
Figure 7, Figure 8 and Figure 9. 
 
The relationship between the applied force and the reaction generated varies depending on 
the soil stiffness. 
 
Case 1: Soil with Lower Stiffness 
For Case 1, where the soil has lower stiffness, the reaction force generated is initially very low 
when subjected to shorter blast durations. However, as the blast duration increases and 
approaches the natural time-period (Tₙ) of the structure, the reaction force gradually 
increases. At this stage, the reaction reaches approximately 1.5 times the applied force. 
 
A detailed breakdown, as shown in Figure 8, indicates that the right-side wall springs and the 
pile nodes contribute significantly to the reaction force, following the same pattern described 
above. 
 
Case 2: Soil with Higher Stiffness 
For Case 2, where the soil has higher stiffness, a similar trend is observed. Initially, for shorter 
blast durations, the reaction force remains low. However, as the blast duration increases, the 
reaction force grows substantially, reaching approximately 5 times the applied force. 
 
In this scenario, the left-side wall springs contribute the most to the reaction force. This is 
because, during structural oscillations, the rebound effect causes the structure to take 
additional support from the left-side wall, leading to an increase in reaction force from that 
side. Meanwhile, the pile nodes and right-side wall springs generate reaction forces 
comparable to those observed in Case 1. 
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These findings highlight the significant influence of soil stiffness on the load-reaction behaviour 
of underground structures subjected to blast loads 
 
 

 
 

Figure 6 Time vs Total Reaction Force – Static & Dynamic Case1  

 

 

Figure 7 Time vs Reaction Force – Static & Dynamic Case 2 

 

 
 

Figure 8  Time vs Reaction – Dynamic Analysis Case 1 
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Figure 9 Time vs Reaction – Dynamic Analysis Case 2 

4 CONCLUSIONS 

Blast threats generate significant lateral pressure, which can be challenging for pile 
foundations, especially since piles typically have lower lateral load-bearing capacity. To 
compensate for this limitation, an increase in the number of piles is often required to 
distribute the load effectively. 
 
However, by incorporating structural periphery walls, the stiffness of the surrounding soil 
plays a crucial role in counteracting lateral pressure. The soil and the piles work together 
as a combined system, thereby enhancing the overall structural resistance against blast -
induced forces. 
 
The dynamic effect of blast pressure on the structure varies with blast duration. When the 
blast duration is short, the reaction forces generated within the structure remain relatively 
low. However, as the blast duration increases, the impact of lateral pressure intensifies, 
leading to a significant rise in reaction forces. In some cases, the reaction force can reach 
up to twice the applied pressure, demonstrating the strong correlation between blast 
duration and structural response. 

 
These findings emphasize the importance of considering both soil-structure interaction 
and blast duration effects when designing underground shelters to withstand extreme 
loading conditions. 

ACKNOWLEDGEMENTS 

I sincerely acknowledge Madala Vikkas Reddy from the National Institute of Technology 
Karnataka for his valuable contributions in initiating this research work during his tenure 
as a student intern at Larsen & Toubro. His dedication, analytical approach, and 
commitment during the internship period played a significant role in shaping the foundation 
of this study. 

 
I extend my gratitude to Larsen & Toubro for providing the opportunity and resources that 
facilitated this research initiative. 
 
 
 
 
 
 

150



 

REFERENCES 

L.B.Jayasinghe, D. N. (2013). Computer simulation of underground blast response of pile in 

saturated soil. Computers and Structures, 86-95. 

 

Mukesh Kumar, M. D. (2014). Response of Semi Buried Structures Subjected to Multiple 

Blast Loading Considering Soil-Structure Interaction. Indian Geotec Journal. 

 
 

151



 
15th International Conference on 

Shock & Impact Loads on Structures 
12-13 June 2025, Gothenburg, Sweden 

 
 

   
 

OPTIMISATION OF BLAST DOOR STRUCTURES 

Sherlene Ng*, Paolo Del Linz*, Le Shen* and Yiaw Heong Ng+ 

*Cluster of Engineering, Singapore Institute of Technology, 138683, Singapore 

+ TTJ Design & Engineering Pte. Ltd. , Singapore 

Emails: Sherlene.Ng@singaporetech.edu.sg; Paolo.DelLinz@singaporetech.edu.sg 

 

Keywords: OpenRadioss; blast protection; door optimisation; ironmongery 

Abstract. Blast protection of structures is an increasing concern worldwide. This issue is 

particularly relevant in Singapore, where specific legislation mandates that certain structures 

incorporate built-in protective measures. Blast doors are often critical components of such 

security strategies, as they must ensure an adequate level of protection while maintaining 

accessibility to facilities. The objective of this project is to optimize the performance of blast 

door systems subjected to blast loads from bare charges. These doors typically consist of two 

metal plate skins connected by steel spacers, often in the form of C-sections or I-beams. 

However, this design could be improved by incorporating honeycomb cores, which may be 

fabricated using conventional methods or, in the future, advanced 3D printing techniques. In 

this study, a finite element analysis (FEA) model was developed using OpenRadioss and 

validated to evaluate various core designs. Validation was achieved using data from existing 

literature tests on panels constructed with traditional I-beam spacers, with the model 

replicating peak deflections. Subsequently, several innovative core configurations were 

modelled and compared, including square, hexagonal, and re-entrant honeycomb structures. 

Parametric studies were conducted to assess the influence of honeycomb cell size and wall 

thickness, while maintaining a consistent panel mass across all designs. The results 

demonstrated that honeycomb panels outperformed traditional panels with C-section spacers 

under blast loading, achieving reduced peak and permanent deflections for equivalent panel 

weights.  

1     INTRODUCTION 

     Enhancing the resistance of structures to blasts, whether originating from malicious attacks 

or from accidental explosions, is a design requirement in many situations. This is especially 

the case in Singapore, where local legislation, in the form of the Infostructure Protection Act 

[1], require designated buildings to offer a minimum level of protection from attacks. Openings 

in the building envelope, such as glazing and doors, represent weaker points which are 

especially susceptible to damage during such events. Their destruction can cause direct 

injuries due to the fragments generated and to the ingress of the blast waves into the buildings. 

Additionally, such elements can be specifically targeted as their destruction can provide a 

mean to access the building. 
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     Blast doors represent a design solution to protect doorways. These elements need to be 

able to resist the threats being considered, which leads them to be constructed with heavy 

structural sections. At the same time they are still required to perform as normal doorways. 

Therefore, limiting their weight without compromising the level of protection is an important 

parameter, which can both improve their performance in every day use and potentially reduce 

their costs. 

     Panels of this type were studied by authors in the past, for example by Rana [2], who 

conducted an experimental study with cased charges on steel blast door panels. Some of 

these studies also included the performance of ironmongery, which could be included in 

simulations to different levels of precision to assess the performance of the whole door system 

[3], [4], [5]. 

     Standard door designs usually employ sandwich steel structures, where two steel plates 

are spaced by either C or I beam sections. These are often fillet welded to one of the plates, 

whilst spot welds are employed on the other side for the second plate. The resulting structures 

are strong and can resist the applied blast pressures adequately. Such panels can be 

optimized through the use of higher-grade materials and different configurations of standard 

spacers sections and plates [6], however this is limited in scope. An alternative approach is to 

use different structural forms for the core component. One of these is honeycomb steel sheets, 

which can be fabricated with thin steel plates and can efficiently space the front and back 

plates. Such elements can provide a more constant support through the door surface, avoiding 

damage to the plates and distributing the loading more efficiently. Through these 

characteristics, their performance can represent a substantial improvement from traditional 

structural forms and lead to weight savings for the doors.  

Such panels have been considered by some authors in the past [7], [8], [9]. These studies 

often concentrated on smaller scale panels to be used for vehicles and employing materials 

such as fibre reinforced composites and aluminium. They generally showed that the 

honeycomb structures were efficient at reducing deformations and overall panel damage, 

absorbing energy efficiently through plastic deformations of the honeycomb structure. 

In this paper, the performance of full size steel door panels employing such cores has been 

studied and compared with a traditional construction option. The honeycombs selected could 

be constructed relatively easily with traditional fabrication techniques, allowing such potential 

designs to be quickly adopted by industry players. The study was performed using high fidelity 

FEA models. A hydrocode was used to create these, as it could represent both the loading 

and the material behaviour accurately. For this work, OpenRadioss was employed as it can 

simulate all aspects of the test. An initial model was created of a literature blast door 

experiment, as presented previously [6]. This was used to validate the proposed simulation 

techniques, including the method to simulate the blast loading and the choice of mesh, 

material and other modelling options.  

Following this, a realistic door panel was modelled using C sections as spacers. The 

ironmongery was included to assess its effect on the door behaviour. The door core was then 

replaced with several honeycomb structures, using different cell geometries. The mass and 

the depth of the doors were kept approximately constant to offer a fair comparison. The doors 
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behaviour during a blast was then compared, considering especially central deflections and 

plastic deformations, as these would be indicative of the door behaviour during an attack. 

2     METHOD 

2.1     Validation models 

     The panels were simulated using high fidelity FEA models built in OpenRadioss. The 

validation, reported in [6], was based on a literature experiment [2]. In this, panels were 

subjected to combined blast and fragment loading. As part of the research presented in the 

literature, the tests were simulated with LS-Dyna, through which it was shown that simulating 

the blast as a bare charge also produced accurate results for the samples employed. 

Therefore, the same test was simulated in OpenRadioss to validate the modelling choices. 

     The geometry of the validation panel is provided in figure 1. The sample consisted of two 

steel plate, 12 mm and 5 mm thick, spaced with UB sections welded side by side along the 

entirety of the flanges. Full penetration butt welds were used for this. The front and back plates 

were then spot welded to the beams. The sample was held in a fully enclosed cubicle, which 

prevented pressures from wrapping around the panel and affecting its rear face. The overall 

dimensions where 4 m x 1.2 m. The UB sections employed grade S300 Plus steel, with a yield 

stress of 332 MPa, whilst the plates where fabricated with grade 250 steel having a yield 

strength of 300 to 330 MPa. The free field pressures and the central deflections were recorded 

to assess the panel behaviour and for comparison with simulations. A 15 kg cased charge at 

a stand-off distance of 2.57 m was used to load the sample. 

      

Figure 1. Steel panel geometry [xx] 

     The validation model was created to simulate the panel as closely as possible. Therefore 

all the dimensions were kept as in the experiment. Approximately 10 mm solid elements were 

used throughout. Reduced integration elements were used as these were considered 

appropriate for the blast highly dynamic simulation. A viscous hourglass control was employed 

to avoid unrealistic energy losses due to this. Three elements were used through the steel 

plate thickness to ensure that eventual bending stresses could be accounted for.  

     The steel material was represented with the Johnson Cook material model. This was 

chosen as it can simulate the high strain rate behaviour of the material, as well as its plastic 

deformation and eventual failure. The values were obtained from literature [10] and are shown 

in table 1, with the value of A adjusted to match the estimated yield strength of the material. 
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Table 1. Johnson Cook material parameters 

ρ (kg/m3) E (MPa) υ A 

(MPa) 

B 

(MPa) 

n C m  Tmelt 

°C 

Troom  

°C 

7800 210000 0.3 350 234 0.643 0.076 1.03 1 1370 20 

     The panel was supported at the top and bottom edges as in the test. The nodes in the 

appropriate location were pinned to achieve this.  

     The loading was applied using the PBLAST load function in OpenRadioss. This employs 

the CONWEP equations to simulate the blast loading, including different arrival times along 

the plate. The loading was set as in the experiment. The central deflection was extracted to 

be compared with the experimental results. 

2.2     Parametric study models 

     Different models were then created to verify the effect of different core shapes on the panel 

behaviour. These models were based on common existing blast door designs. The original 

door consisted of two steel plates spaced by C sections, as shown in figure 2. The model was 

created using the same method used in the validation case. In this case though, the C sections 

were assumed to be welded throughout their length on both side of the flange to one of the 

steel plate. The other steel plate instead was spot welded to the opposite flanges, at 

approximately 200 mm centre to centre along the C sections length. The ironmongery details 

were also included, with simplified locking mechanisms modelled at the top and bottom of the 

door panel. The door was supported through a boundary condition set in the ironmongery 

detail. The front and back plates were assumed to be fabricated with S690 steel, whilst internal 

hot rolled sections used S355 steel. 

 

Figure 2. Deflection angle 

0
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     The load was applied as a pressure with a linear decay on the front face of the panel. This 

time, a more significant threat was simulated to observe the behaviour of the panels nearer 

their failure limit. The maximum pressure simulated was pmax = 2.0 MPa, with a load duration 

t0 = 3 ms. 

     Additional panel configurations were then created using different types of honeycomb 

cores. Three main honeycomb shapes were considered, as shown in figure 3. These were 

hexagonal honeycombs, honeycombs with re-entrant corners and square honeycombs. The 

properties of these is shown in table 2, including their total mass, the characteristic length of 

the cells and the thickness of the cells walls. 

 

 

Figure 3. Honeycomb structures 
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Table 2. Honeycomb panels properties 

Model C sections 
Hexagonal 

Honeycomb 

Re-entrant 

Honeycomb 

Square 

Honeycomb 

Mass (kg) 475 421 400 564 

Characteristic length 

l (mm) 
n.a. 200 100 200 

Cell wall thickness 

t (mm) 
n.a. 5.0 4.4 6.5 

     The panels performance were compared through their peak and estimated residual 
deflection. Additionally, the plastic damage of the steel cores was also compared. 

3     RESULTS & DISCUSSION 

     The validation case was ran first, as was presented in [6]. Figure 4 shows the deflections 

recorded during the experiment and in the simulation. The peak experimental deflection was 

27 mm, whilst the FEA peak deflection was 23 mm. The model could therefore represent the 

deformation reasonably accurately, validating the methods used in the models. 

 

Figure 4. Validation case central deflection time history [xxx] 

     The honeycomb models were then run. The central deflections are shown in figure 5. The 

graph indicates that the base model had the highest deflections, with a peak of 51 mm. The 

residual deflection was approximately 10 mm. All the honeycomb panels displayed a lower 

maximum deflection. The most efficient one was the re-entrant corner panel, with a peak 

deflection of 11 mm and a residual deflection of less than 1 mm. Its mass though was greater 

than the other options. All the results are summarized in table 3. 
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Figure 5. Central deflections of the panels 

Table 3. Model results 

Model C sections 
Hexagonal 

Honeycomb 

Re-entrant 

Honeycomb 

Square 

Honeycomb 

Maximum deflection 

(mm) 
51 19.5 11.1 14.5 

Approximate central 

Deflection (mm) 
10 3 0 1 

     The plastic strain results show that the honeycomb panels were less damaged overall, with 

no significant plastic deformation in the honeycomb structure, as shown in figure 6, which 

represents a typical result. This was most likely due to the denser network of supporting plates, 

which avoided the stress concentrations which would characterize the traditional C section 

elements. This was likely the main aspect which caused the improved performance of these 

types of structures and will be investigated further varying the density and thickness of the 

core cells. 

158



   
 

   
 

 

Figure 6. Plastic strain of a honeycomb panel 

4     CONCLUSION 

     As part of this project, a blast door model was created and validated using the Hydrocode 

OpenRadioss. In the work presented here, the validated technique was employed to verify the 

performance of alternative core structures to be used in blast door panels. A traditional panel 

built using C sections as spacers was compared with alternative honeycomb-type cores. 

These employed different geometries, with either hexagonal, square or re-entrant corners 

cells. The panels were all of the same overall height and had comparable mass.  

     The results showed that the honeycomb panels reduced the deflections significantly, with 

a reduction in the peak deflections of up to 80% and a complete avoidance of permanent 

deformations. The most effective honeycomb shape was re-entrant corner cells, however all 

the options considered showed an improvement when compared to C section spacers. The 

steel plastic deformations were also reduced, as also evidenced by the reduced permanent 

deflections. Whilst several of the honeycomb options had a higher mass, the improvement in 

performance seems greater than could be justified by this factor alone, suggesting that the 

structural form is significantly more efficient. A possible factor leading to this is the more 

distributed support for the face plates, which would have allowed the loads to be spread more 

uniformly. This improvement in the efficiency could lead to a potential reduction in mass and 

thickness of the doors. 

     Some of the panels proposed here will be tested experimentally in the future to confirm and 

further validate the simulation results. Further work should then explore the relationship 

between honeycombs plate thickness and the cell size to optimize the performance of the 

system. These studies should also include the effect of different fabrication techniques, such 

as the quantity of welds and the methods to assemble the honeycombs themselves, as these 
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could affect the door performances. Additionally, the effect of different holding mechanisms 

should also be explored, as the honeycombs render the doors effectively double spanning, 

compared to the single spanning traditional designs. The effect of alternative geometries, such      

as the use of crushable cores, to improve the resistance to closer in blasts could also be 

studied.  

     It is hoped that these studies will further the understanding of the detailed behaviour of 

these panels, considering especially the fabrication techniques employed for their 

manufacture. This will allow contractors to design lighter, more easily fabricated panels, 

reducing costs and allowing more structure to be protected in the future. 
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Abstract 
This study investigated the blast pressure characteristics acting on a structure by 
conducting explosion tests and numerical simulations. Prior to the explosion tests, a 
method for evaluating the blast pressure characteristics proposed by the Unified Facil ities 
Criteria was described and its unpublished concept was discussed. Then, scaled explosion 
tests for investigating the blast pressure acting on a box-type structure were conducted by 
using composition C-4 high explosive. Blast pressure characteristics at a front wall, a top 
roof, and side and rear walls were discussed comparing those estimated by the facility 
criteria. Numerical simulation was carried out to further investigate the blast pressure 
characteristics. Numerical results showed good agreement with the test results.  

1 INTRODUCTION 

To design a structure subjected to blast pressure, evaluating the blast loads acting on the 
structure is necessary [1]-[3]. According to previous studies, based on the geometrical 
similarities and experimental results, the scaled distance Z (=R/W1/3), which is defined as the 
distance R between a structure and an explosive (stand-off distance) divided by the cubic root 
of the explosive mass W (charge weight), has been proposed and used as an index for 
calculating blast pressure parameters [1]-[5]. Using the scaled distance, the peak incident 
pressure, peak reflected pressure, blast duration, and blast impulse can be calculated using 
the figures in the U.S. Protective Facilities Standards (TM 5-855-1 [1], UFC 3-340-02 [2]) and 
the approximation formulae in the Canadian Design Guidelines [5]. As a typical time history of 
incident pressure is illustrated in Figure 1(a), the incident pressure increases instantaneously 
to the peak pressure and then declines, resulting in a negative pressure below the ambient 
pressure. Pressure above ambient pressure is called positive pressure and pressure under 
ambient pressure is called negative pressure. In blast resistant design of structures, a 
triangular pressure history as shown in Figure 1(b) representing the positive pressure has 
been used [1]-[5]. This method has been referred to worldwide, and validations of blast 
pressures that the incident pressure is perpendicular or oblique to the structure were 
conducted by the authors [6]-[7].  
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(a) Incident pressure history (b) Pressure history for design 

Figure 1. Idealization of pressure history for blast resistant design 

 
(a) Ground plan 

 
(b) Side view 

Figure 2. Blast phenomena surrounding a structure subjected to blast wave 

Although the abovementioned methods can be applied for the evaluation of blast pressure 
acting on members such as beams and columns, they would not be applied to structures 
composed of facade members such as buildings. Figure 2 shows a schematic diagram of 
blast pressure acting on a box-type structure [2], [8]. When a blast wave acts on the structure, 
the reflected pressure is generated on the front wall. At the same time, vortexes and clearing 
waves are generated at the edges of the front wall and then reduce the reflected pressure. 
When the blast wave continues to travel through the structure, blast pressure acts on the top 
roof and side walls. Furthermore, vortexes are generated when the blast pressure passes 
through the roof and side walls, diffracting and exerting pressure on the rear wall. Although 
these phenomena are very complex, the Protective Facilities Standards [1], [2] propose a 
design method by calculating uniform distributed pressure history on the front wall, top and 
side walls, and rear wall respectively. However, there are no technical documents or design 
guidelines that explain the concept of the method, and the safety of the structure designed 
using the method can not be estimated. 

This study aims to investigate blast pressure characteristics on a box-type structure by 
conducting explosive tests and numerical simulations. First, explosion tests were conducted 
to investigate the pressure characteristics acting on the structure. Then, numerical simulation 
of the experiment was performed to reproduce the test results, and future issues are discussed. 
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(b) Outline of the test (side view) 

 

(a) Dimensions of the test specimen (c) Outline of the test (ground plan) 

Figure 3. Outline of the test specimen and the explosion test 

 

2 OVERVIEW OF EXPLOSIVE TESTS ON BLAST PRESSURE CHARACTERISTICS 
AROUND BOX-TYPE STRUCTURE 

Figure 3 (a) illustrates an overview of the box-type structural model (test specimen) used 
in the tests. The test specimen is made of Steel Plate Cold Commercial material with a 
thickness of 3.2mm and dimensions of 250mm×250mm×170mm. Two holes were provided 
in the front wall, the top roof, and one side wall of the test specimen to allow for the 
installation of pressure sensors. Only one hole was provided in the rear wall. The 
measurement capacity of pressure sensors at the front wall was 690MPa because high 
reflected pressure was expected to be generated. For the top roof and side wall, sensors 
with the measurement capacity of 69MPa were deployed, and a pressure sensor with the 
measurement capacity of 6.9MPa was used for the rear wall. The height of the pressure 
sensors was the same as the detonation height of the explosive, which will be described 
later. 

Composition C-4 high explosives (explosive) with a density of 1.4 g/cm3 and the mass of 
31g was formed into a spherical shape and detonated by a No.6 electrical detonator 
installed in the center of the explosive. Strain gauges were installed on the explosive to 
detect the detonation time. A plywood board (base) was fixed on sandy ground with steel 
piles, and the test specimen was set up on the base. The explosive was detonated at 600 
mm away from the structure and a height of 100 mm from the base, as shown in Figure 
4(b). To measure the incident pressure acting on the structure, an ambient pressure 
sensor (free-field pressure sensor) was used at the same stand-off distance as the front 
wall, as shown in Figure 4(b). The experiment was conducted seven times, and scattering 
was also examined. 

3 NUMERICAL SIMULATION AND DISCUSSION OF BLAST PRESSURE 
CHARACTERISTICS SURROUNDING STRUCTURES 

3.1 Overview of numerical simulation 

Figure 5 illustrates an overview of numerical model constructed with the hydrocode ANSYS 
AUTODYN [10]. As the computational cost of a 3D detonation simulation is high, a detailed 
one-dimensional detonation simulation was conducted in advance, and the results were 
mapped into a 3D model to simulate blast propagation. 
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(a) C-4 high explosives (b) Test setups

Figure 4. Overview of the explosion tests 

(a) 1D explosion simulation model (b) 1D simulation result

(c) 3D Simulation model

Figure 5. Overview of the simulation model 

As shown in Figure 5 (a), C-4 explosive of the same radius as in the experiment were filled in 
the one-dimensional Eulerian space, and air was set up outside the C-4 explosive. The mesh 
size for 1D simulation was 2 mm. The boundary condition for the air farthest from the 
detonation point was set as the flow-out condition, and the Jones-Wilkins-Lee (JWL) equation 
of state was used for the explosive. 
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Where P is pressure, A1, A2, R1, R2, and ω are material constants, ε is specific internal energy, 
η=ρ/ρ0, where ρ is density and ρ0 is initial density. For C-4 explosive with a reference density 
of 1.4 g /cm3 used in the experiments, AUTODYN set values [10] shown in Table 1 were 
applied. 

The following equation of state for ideal gas was applied for air. 
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Table 1. JWL equation of state constants used in the simulation 

Density (g/mm3) A1 (MPa) A2 (MPa) R1 R2 ω Detonation velocity (m/s) 

1.4×10-3 6.1×105 1.3×104 4.5 1.4 0.25 8.2×103 

 

Figure 6. Incident overpressure at 600mm 

= −( 1)P ρ γ ε                                                              (2) 

Where P is pressure, ρ is density, and γ is the specific heat ratio. Generally, γ is set to 1.4. 
For the initial values of air, the initial pressure is 101.3kPa (1atm) and the initial density is 
1.225kg/m3. 

As shown in Figure 5 (b), 1D simulation was conducted until 0.02 ms after detonation, and 
the results was saved. Next, the ideal gas equation of state shown in Equation. (2) was applied 
to the air in the 3D model. The structure model was assumed to be a rigid body, and the 
pressure was mapped to the same position as in the experiment. A preliminary simulation was 
conducted to determine the space discretization, and the mesh size was set to 10 mm. Flow-
out conditions were applied to all sides of the 3D space except the XY plane. 

3.2 Numerical Results and discussion 

Figure 6 exhibits the comparison of the incident overpressure at 600mm between the 
numerical and test results. Figure 6 demonstrates that the arrival time of the blast wave in the 
numerical simulation was approximately 0.07ms earlier than the test result, but the peak 
overpressure for the numerical simulation and test result was both approximately 350 kPa. 
The loading duration in the numerical simulation was nearly equal to that in the experiment, 
indicating that the simulation reproduced the experimental results well. 

Figure 7 compares the simulated overpressures acting on the structural model with the 
experimental results. Figure 8 compares the peak overpressure and impulse in the 
experiment and simulation. As shown in Figure 7(a) and Figure 8, the simulated blast 
pressure at the front wall arrived slightly earlier than the experimental one, and the simulated 
peak overpressure was approximately 60% that of the experiment. The reason for the smaller 
simulated peak overpressure may be due to the inclusion of high-frequency components in 
the experimental result and the smoothening of the shock front in the numerical simulation. 
On the other hand, the simulated impulse was 85% of the experimental result and the 
reproduction of the blast duration and impulse was relatively high. For the top roof and side 
walls as shown in Figure 7 (b), (c), and Figure 8, the simulated blast arrived slightly earlier 
than the tests, and the peak overpressure is 20 to 40% smaller than in the tests. However, as 
with the front wall, the impulse is 85 to 95% of the experimental value, indicating that the 
reproduction of the impulse was high. A comparison of the top roof and side wall shows that, 
as in the experiment, the peak overpressure at the side walls is higher than at the top roof.  
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(a) Front wall (b) Top roof 

  
(c) Side wall (d) Rear wall 

Figure 7. Comparison of simulation and test result for pressure acting on the structural 
model 

Moreover, the arrival time at the side wall is earlier than that at the top roof. These results 
indicate that the pressure characteristics slightly varied between points at the same stand-off 
distance from the explosive even though the pressure discrepancies were minor. Thus, the 
effects of structure dimensions should be taken into consideration. For the rear wall as shown 
in Figure 7(d) and Figure 8, the simulated results generally reproduce the characteristics of 
the experimental waveform. The arrival time, the peak pressure, and the blast duration of the 
simulated pressure showed similar trends with the test results. 

Figure 9 depicts the propagation of the blast and pressure distribution from 0.1ms to 1.2ms 
after the detonation. The contour in the figures demonstrates absolute pressure including air 
pressure. Figure 9(a) indicates that the pressure propagates in a spherical shape from the 
detonation point at 0.2ms after detonation. Particularly, a triple point is formed by the overlap 
of the incident wave and the reflected wave from the base. At 0.5ms after detonation, the blast 
wave arrives at the front wall forming a high-pressure area, as shown in Figure 9(b). It can 
be seen that the pressure diffracts at the edges of the front wall. These phenomena 
correspond to the schematic diagram as shown in Figure 2. Numerical simulation allowed a 
detailed view of the clearing and diffraction behavior of the blast waves. Note that negative 
pressure did not occur until 0.5ms after detonation. At 0.8ms and 1.2ms after detonation, the 
blast wave diffracting from the front wall to the top roof and rear wall can be observed as 
shown in Figure 9(c) and (d). As shown in the legend, negative pressure was generated at 
the edge between the front wall and the top roof. Figure 10 illustrates the velocity vector of 
the elements in the simulation along with pressure contours. The figure shows that vortex-like 
turbulence occurs at the edges of the structural model, and the negative pressure may have 
been generated by such turbulence. However, this simulation used only the equation of state 
for calculating blast pressure and did not consider the turbulence model or parameters to 
reproduce the effect of the vortex. Hence, conducting validation and collecting more 
experimental data are necessities to improve the accuracy of the simulations in the future. 
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(a) Peak overpressure 

 
(b) Blast impulse 

Figure 8. Comparison of simulation and test results for peak overpressure and blast impulse 

4 CONCLUSION 

This study investigated the characteristics of blast pressure acting on a box-type structure by 
conducting fundamental explosive tests and numerical simulations. The results are 
summarized below. 

(1) Explosion experiments were conducted to investigate the pressure characteristics acting 
on a box-type structure. The variation of the pressures acting on the structure was great 
as compared to the incident pressure. 

(2) Numerical simulation for the experiments was performed to examine the reproducibility. 
Numerical model used in this study generally reproduced the experimental pressure 
characteristics, and the reproducibility of the impulse was higher than that of the peak 
pressure. 
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(c) 0.8ms post detonation
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(a) 1.0ms post detonation (a) 1.5ms post detonation 

Figure 10. Formation of vortexes in the simulation (Velocity vector fields) 
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Abstract 
The behavior of civil and buildings structures under accidental impulsive loads (impacts or 
blast) remains a significant research challenge. Impulsive loading leads to resistance and 
failure modes that differ substantially from those observed under quasi-static loads. 
Reinforced concrete (RC) structures are very sensible to develop a brittle failure when 
subjected to impulsive loads. This might be explained by the particularities of the dynamic 
behavior of structures. In the dynamic range, effects such as the development of inertia 
forces or the sensibility of failure mechanisms to the strain rate must be considered. In 
addition, in highly dynamic events, adiabatic conditions are in general prevalent. In the 
case of the impacts, the load imparted during the shock depends on various factors, such 
as the kinetic energy of the collision and the interaction between the impacting bodies. 
This interaction is determined by their stiffness, mass, materials mechanical properties 
and the non-linear behavior of the contact. 

Therefore, evaluating the failure mode of a RC structure under these dynamic conditions 
might be challenging. One critical aspect of the structural verification under impulsive loads 
is that the internal forces distribution (shear and bending) is uncertain. In previous 
contributions, the authors have employed an experimental methodology to assess the 
time-varying distribution of these forces. This methodology is based on the combined use 
of digital image correlation (DIC) and a high-speed (HS) camera. 

The present study analyzes the time-varying internal forces distribution of RC beams 
subjected to low-velocity impact loads. The study has an experimental basis and discusses 
the results with a numerical elastoplastic model. The experimental campaign consists of 
12 RC beams with a longitudinal reinforcement ratio of ρ = 1.0%, different quantities of 
shear reinforcement (ρw = 0 and 0.3%) and three shear span-to-depth ratios (a/d), between 
2 and 5.3. The aim of the study is to discuss experimental observations with numerical 
results, focusing on the failure mode and in the sectional forces distribution during the 
impact event for the different spans of the beams. 

1 INTRODUCTION 

Contemporary society is aware of the importance of ensuring structural safety when 
constructions are subjected to extreme loading conditions. These events – be they of natural 
or anthropogenic origin – attract significant media and public attention due to their sudden, 
catastrophic, and unpredictable nature. Among extreme loads, impulsive actions such as 
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impacts or blast can be particularly damaging. Ideally, structures should absorb the imparted 
energy by the dynamic loads by elastic and, especially, ductile deformation. However, under 
impulsive loads some structural systems are likely to develop low energy absorbing failure 
modes. That is the case of reinforced concrete (RC) structures, which subjected to impulsive 
loads show a high tendency to develop brittle failure, due to shear (beams) or punching 
(slabs). This has been observed even in structures prone to bending failure under static 
conditions [1,2]. 

The different behavior between static and dynamic might be explained by dynamic effects 
at the material and structural level. Experimentally it has been observed that material 
properties are affected by the loading rate. Commonly, this sensitivity is characterized by 
the ratio of the dynamic to the static value of a property, known as dynamic increase factor 
(DIF), for a given strain rate. In the case of concrete and steel strength their DIF has been 
characterized experimentally [3,4] for strain rates up to 225 s-1. In addition, in highly 
dynamic events, such as high-velocity impacts or blasts, adiabatic conditions are 
prevalent, thus, temperature effects on the material properties might also be significant.  

These effects at the material level alter the strength of the governing failure modes at the 
structural level. However, the dynamic strength assessment of RC structures, especially 
in shear and punching, is still a challenge. There have been various studies that have 
proposed various reinforcement alternatives to avoid shear failure under impulsive loads 
[5-7]. For instance, the authors of the present paper have proposed two possible alternatives 
to avoid the development of shear failures under impact loads [8,9], the use steel fibers in RC 
(SFRC) or the reinforcement of tensile face of RC structures with thin layer of ultra-high-
performance fiber RC  (RC+UHPFRC). Other studies have focused on formulations to 
evaluate the dynamic strength of local and global shear-related failure modes [10-14]. 
However, there is no broadly accepted formulation applicable to any generic impulsive 
loading case.  

In order to understand the dynamic shear and punching strength of RC it is essential to 
understand the internal forces distribution caused by impulsive loads. One of the key 
obstacles determining the internal forces is the assessment of the load-time history of 
impulsive actions. In the case of impacts, the load-time history (Fimp(t)) is the result of the 
transfer of linear momentum between the colliding bodies through the contact point. In RC 
structures the behavior of the contact is non-linear due to cracking and local plastifications 
[15]. Furthermore, structural accelerations caused by the impulsive load modify 
significantly the structure’s dynamic response compared to its static behavior. In the first 
stages, the impulsive load is balanced by the inertia forces, thus, its effects are contained 
near the application area, known as effective span. Afterwards, dynamic load effects 
propagate toward the supports increasing the effective span length. The first effects of the 
impulsive loads propagate as a shear wave, with a constant velocity (𝑣ீ ൌ ඥ𝐺/𝜌) [16]. 
Experimentally, it has been observed that the shear wave induces only minor effects, while 
the beam’s dominant response propagates subsequently as a flexural wave, which has 
variable velocity due to its dispersive nature [17,18]. As a result, the time-history 
distribution internal forces differs significantly from that produced by static loads. The 
dynamic distribution of shear forces and bending moment is not well characterized in the 
literature, and there is no widely accepted analytical or numerical method for its evaluation. 

This paper focuses on the determination of dynamic sectional forces of RC beams with 
variable shear-span to depth ratios (a/d) subjected to impact loads. Sectional forces have 
been evaluated experimentally, post-processing HSV recordings with DIC and sensors 
measurements, and numerically, with non-linear beams models. The results have allowed to 
analyze the development of shear failures with dynamic shear-bending interaction curves.  
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2 EXPERIMENTAL METHODOLOGY 

2.1 Specimen definition 

The experimental campaign included impact tests on RC prismatic beams. Tested 
specimens were grouped into six series, defined by the presence of transversal 
reinforcement (L: without stirrups, LT: with stirrups) and span length (L = 0.6, 1.1 and 
1.6 m). Each series consisted of two beams that were tested under impact loading. 
  
The specimens were 2.0 m long with a rectangular cross-section of 0.15 m width and 
0.20 m depth, see Figure 1. The longitudinal reinforcement was identical in all beams: 2 
bars of 12 mm diameter (ρ = As/b⋅d = 1.0%) in each face of the beam, top and bottom, with 
a concrete cover of 43 mm. The transversal reinforcement, included in LT series, was 
formed by 8 mm diameter closed loop stirrups spaced at sw = 200 mm (ρw = Aw/b⋅sw = 
0.3%). 

 

Figure 1. Dimensions and reinforcement of tested beams (dimensions in mm). 

Beams with the same properties of those presented in this study have been tested in quasi-
static conditions in a three point bending configuration [19]. The series with stirrups (LT-
1.6, LT-1.1 and LT-0.6) and the 1.6 m span series without stirrups (L-1.6) achieved the 
yielding of the longitudinal reinforcement. These series, except LT-1.6 series, developed 
a shear failure during the post-peak ductility staged with a span (L) to midspan (δ) 
deflection ratio between L/δ = 90-135. The other series without stirrups (L -1.1 and L-0.6), 
which were designed with a similar bending and shear static strength, failed by shear just 
before the yielding of the reinforcement. 

2.2 Materials 

The prismatic beams tested were made of conventional reinforced, consisting of 331 kg/m3 
of cement type CEM II/A-L 42.5 R, a water/cement ratio of 0.46 and siliceous aggregates 
of 12 mm maximum size. The concrete strength was obtained at 28 days on cylinder 
specimens of 150 mm diameter and 300 mm height according to European testing 
standards [20,21]. The average compressive strength was 26.61 MPa (2.1 MPa standard 
deviation) and the average indirect (splitting) tensile strength was a 2.5 MPa (0.1 MPa 
standard deviation). The reinforcing steel was B500 SD (characteristic yield and ultimate 
strength of 500 and 575 MPa, respectively [22,23]). 

2.3 Testing configuration 

Beams were tested in a three-point bending conditions, with different span lengths, 0.6, 
1.1 and 1.6 m. Impact tests were carried out with an instrumented drop-weight testing 
machine of the Structural Engineering Group at UPM with a 3.9 kJ impact capacity. The 
machine drops a guided free falling steel mass (between 100 and 200 kg) from heights up 
to 2 m onto the tested specimens. Supports and striking end of the drop weight were 
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formed by steel cylinders with a radius of 29 mm and a width of 160 mm, which were in 
direct contact with RC beams, without any intermediate plates. At the supports, the uplift 
of the beam was prevented with steel yokes, in contact with the beam upper face through 
a thin layer of soft material. For further details of the machine please refer to [18].  

Impact test configuration presented in this paper is show in Figure 2. Beams were impacted 
at midspan by 100 kg mass dropped from a height of 1.80 m (5.9 m/s), with an impact 
energy of 1.8 kJ. Dynamic measurements were obtained with integrated sensors at a 
sampling rate of 40 kHz. Impact and reaction forces were recorded with three built-in 
dynamic load cells, one at the free-falling weight sticking end (700 kN) and others in each 
of the supports (170 kN). Accelerations of representative points, beam’s midspan and free-
falling weight, were taken with attached piezo-electric accelerometers (1000g). 

The lateral face of the beam was recorded with a high-speed video (HSV) camera, Photron 
FASTCAM NOVA S9 with a lens Nikon AF-S 20 MM f/1.8G ED. The HSV camera recorded 
with a resolution of 1024 x 288 pixels (px), at a rate of 22500 frames per second. The 
recorded part of the beam covers the region between supports, Figure 2(a), with an area 
of 1680 × 472.5 mm. The spatial scale of the recording is 1 px = 1.64 mm. The recoded 
face of the specimen was painted with black speckles of 18-25 mm (10-15 px) on a white 
background, forming a random pattern to analyze in the post-processing the recordings 
with Digital Image Correlation (DIC), employing the software GOM Correlate [24]. 

(a) (b)

Figure 2. Impact tests: (a) geometric configuration (dimensions in mm); (b) photograph the 
experimental setup. 

2.4 Experimental derivation of sectional forces 

Using DIC combined with HSV allows obtaining the full-field response of the tested beams. 
The specimen's displacements field within the framed area was measured using a 3×25 
grid of 40 px facet points centered with the beam axis. The longitudinal and vertical spacing 
of the grid were 50 mm and 65 mm, respectively. In the areas where the columns of the 
testing facility and the steel yokes at the supports hid the specimen surface, Figure 2(b), 
the longitudinal spacing of the grid was adjusted. Measurements in areas not recorded by 
HSV camera, such as hidden surfaces and part of the cantilevers at beams ends, were 
obtained by data extrapolation. 

The displacement field measured allowed the derivation of the beam’s accelerations 
distribution (a) along its axis (x) at each instant (t). Noise due to the measurements 
derivation was mitigated using time and spatial filters. Accelerations derived were 
averaged within each beam section taking into account tests symmetry and the results of 
the three measurement points per vertical section of the grid. In addition, accelerations 
were smoothed over time using a five-step centered moving-average filter. Considering 
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the mass of each section of the beam (m) and the acceleration distribution (a(x,t)) inertia 
forces developed during the impact have been evaluated as shown in equation (1). 
 
 𝑖ሺ𝑥, 𝑡ሻ ൌ െ𝑚ሺ𝑥ሻ  𝑎ሺ𝑥, 𝑡ሻ (1) 

    
Sectional forces distribution (shear force V(x,t) and bending moment M(x,t)) have been 
determined at each instant (t) imposing the equilibrium of forces in each segment of the 
beam, considering the effect of the inertia forces (i(x,t)) and external actions, the impact 
force (F(t)) and reactions (R1(t) and R2(t)), Figure 3. Further methodological details are 
available in [9,19]. 

 

Figure 3. Experimental derivation of dynamic sectional forces from DIC derived 
measurements and force equilibrium. 

3 NUMERICAL MODEL 

The impact response of tested specimens has been analyzed using a numerical model, which 
included a free falling mass, the beam and springs that represent the contact conditions, 
Figure 4(a). This model has also the capability to assess the internal forces along the beam 
due to the impact load. The model was formulated and solved with the commercial software 
ANSYS [25].  

 
 
 
 
 

  
  

(a) 
 

 
(b) (c) (d) 

Figure 4. Definition of the numerical: (a) model scheme; (b) beam elements material 
properties; (c) non-linear spring at the impact point; (d) non-linear spring at the supports. 

The dynamic bending behavior of the structure was simulated with 200 elastic-plastic 2-node 
Timoshenko beams (BEAM23). The bending behavior of RC beam has been simulated using 
the gross concrete sectional properties with an equivalent material. This material has the same 
density as RC (ρc = 2.5 ton/m3) and a constitutive law defined as isotropic elastic-plastic 
bilinear with hardening (BISO), with a yield stress of σy = 14.6 MPa, a Young modulus of Ecr = 
6.55 GPa and a strain hardening modulus of Ep = 15 MPa, Figure 4(b). The mechanical 
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properties of the equivalent material were calibrated to replicate the bending behavior of the 
tested RC beams subjected to impact, considering a curvature rate of 200 (sꞏm)-1 during the 
loading, according to previous studies [19]. The bending moment-curvature response of the 
beam has been computed with a multi-layer cross-sectional model [5,18]. The analysis 
assumed plane deformation of the cross section, a perfect rebar-concrete bond, a concrete 
constituent model defined by [26] (disregarding its tensile strength) and a bilinear stress-strain 
curve with hardening for the reinforcement steel. Strain rate effects defined by [4,27] were 
included on the materials constituent laws. 

The free falling mass has been modelled as a 100 kg concentrated nodal mass (mp, MASS21) 
above the beam midspan with an initial velocity of vimp = 5.9 m/s. The contact conditions at the 
impact point and supports have been defined as a non-linear springs (COMBIN39). The 
behavior of these non-linear elements is shown in Figure 4(c) and (d), respectively, where the 
defining parameters are kc = 200 kN/mm, kt = 25 kN/mm, ku = 500 kN/mm, δ1 = 0.5 mm, F1 = 
10 kN, δ2 = 0.1 mm, F2 = 2 kN, δ3 = -2.5 mm, F3 = -10 kN. In the case of the support contact 
element, it has been defined differently from the impact point contact in order to include the 
effect the steel yokes and shelf-weight preload. Damping has been included in the system by 
Rayleigh alpha and beta factors. 

The numerical solution has been performed with full-time integration, using the Newmark 
implicit integration method with ANSYS default parameters (γ = 0.005, α = 0.2525, δ = 0.5050). 
A variable time step has been employed, with a normal, minimum, and maximum value of 
2ꞏ10-5, 5ꞏ10-7 and 4ꞏ10-3 ms. The time in which the dynamic response of the impacted beam 
was analyzed has been 7.5, 15 and 20 ms for 0.6, 1.1 and 1.6 m span beams. The average 
computational time for each case was 5 minutes. 

4 DISCUSSION OF NUMERICAL RESULTS BASED ON EXPERIMENTAL DATA 

Crack patterns of tested beams are show in Figure 5. The impact load induced in all specimens 
the development of both vertical and diagonal cracks along the beams length. Flexural cracks 
were especially relevant in midspan bottom face. In addition, bending cracks in the beam top 
face were observed between the loading point and beam ends. The development of these 
cracks has been related to propagation effects [16], which has been experimentally confirmed 
with DIC [28,19]. 

Figure 5. Crack pattern of tested beams: without (L) and with stirrups (LT). 

Diagonal cracks observed in tested beams have been classified according to the types defined 
by [29]: (I) shear-plug cracks at the loading point, with an inclination of approximately 45º; (II) 
shear-bending cracks with a smaller inclination developed between the impact point and the 
supports. All tested beams showed type I cracks, while signs of shear-bending interaction 
(type II cracks) only were observed in beams with a shear-span to depth ratio a/d ≥ 3.6 (L-1.1, 
LT-1.1, L-1.6 and LT-1.6 series). HSV combined with DIC has allowed to determine that shear 
plug cracks (type I) formed during the first stages of the impact, whereas shear-bending crack 
developed once the reaction forces developed [19,28]. 
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Failure due to the development of a critical shear plug (type I crack) was prevalent in 0.6 m 
span beams (a/d = 2), except in one of the two tested beams with stirrups (LT-0.6 series), in 
which these cracks were rather narrow. Beams with longer spans developed (1.1 and 1.6 m, 
a/d = 3.6 and 5.3) non-critical type I cracks. However, beams without shear reinforcement 
(L-1.1 and L-1.6) developed critical shear-bending interaction cracks (type II). These 
developed form the shear plug towards the support. In the case of beams with stirrups (LT-1.1 
and LT-1.6), these showed narrow inclined cracks in the shear span.  
 
Experimental measurements with the sensors and DIC-derived parameters are presented in 
Figure 6 and Figure 7. These Figures also include the comparison with the results of the 
numerical models, described in Section 3. Due to the damaging nature of the impact load, in 
certain tests some sensors could not record data, especially those located in the most 
impulsive position, such as the load cell at the impact point. Consequently, their results, and 
derived parameters, were omitted from the Figures in this section. 
 

 
       (a)         (b) 

  
        (c)         (d) 

    
          (e) 

Figure 6. Comparison test and numerical results: (a) forces L = 0.60 m series; (b) forces 
L = 1.10 m series; (c) forces L = 1.60 m series; (d) midspan deflection; (e) contact behavior. 
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Experimental results show the impulsive behavior of the impact load, Figure 6(a)-(c). The 
impact load time-histories exhibited identical behavior up to the peak load, regardless of the 
span length. Subsequently, the post-peak impact load decreased at faster rate for longer 
spans. On the contrary, the total reaction forces (R1 + R2) became more impulsive for shorter 
spans. The time gap between the rise of the impact and reaction forces has been on average 
0.3, 0.6 and 2.4 ms for span lengths of 0.6, 1.1 and 1.6 m, respectively, being the propagation 
velocity between 330 and 1000 m/s. Shear reinforcement had little influence on the impact 
force measured. In the case of the reaction forces, L series tend to display slightly lower force 
values than the LT series in the post-peak stage. Previous studies have related this to the 
development of the shear failure [28]. Figure 6(d) shows the experimental midspan 
displacement, obtained through double integration of the measurements of the accelerometer 
located at the beam midspan. Midspan deflection increased with the beam span length and it 
was similar regardless of the shear reinforcement up to development of the shear failure. 
Following the failure, L series showed higher deflection than the beams with stirrups (LT 
series). 

Regarding the numerical results, these exhibit a good agreement with the experimental 
measurements. In terms of the impact force, Figure 6(a)-(c), the numerical model shows its 
high accuracy, especially in beams with 1.1 and 1.6 m span. The impact force in the 0.6 m 
span beam showed a strong agreement in the first peak. In the post-peak behavior it showed 
some acceptable divergences. These differences coincide with the formation of the shear plug 
observed experimentally. This suggest that model has locally a stiffer response in that stage, 
likely because the shear plug formation was not included in the model routine. Total reaction 
force showed a higher variance than the impact force. This is probably due to the complex the 
contact of the beam with the support, as the experimental setup includes a steel yoke and 
interface layer of soft material on the upper surface of the beam to prevent uplift. In addition, 
model reactions have slightly higher lag time with the impact force. This suggests that tested 
beams had a stiffer response globally than the model. This is probably due to the disregard of 
the tensile contribution of the concrete in the model (see Section 3). Lastly, contact behavior 
used in the definition of the model has been compared with the experimental results, Figure 
6(e). The experimental contact deformation was derived from the accelerometers located at 
the beam midspan and the drop-weight, Figure 2(a). The numerical model simulates the 
complex contact response with a simplified bilinear curve with a stiff unloading path, consistent 
with most experimental observations presented in Figure 6(e). In the calibration of the spring, 
it was observed that its behavior had a high influence on the impact and reactions time-history 
derived from the model. Thus, its definition is crucial for the model accuracy. 

Sectional forces at the representative sections are shown and compared in Figure 7 for all 
series. The sections considered are midspan and over the supports. For the shear force, the 
sections are at a distance of h/2 from the midspan and d from the supports, except for 0.6 m 
span series, where these distances were reduced 50% to avoid superposition between 
sections. Tests results were coherent regardless of the shear reinforcement. In addition, they 
present high frequency components or noise, especially for the bending moment. It is probable 
that such high-frequency components are an amplification of the measurement noise in the 
post-processing of the measured data. 

Experimental shear forces presented two primary peaks: the first, occurring near the impact 
point, had a fast rise-time and displayed a consistent magnitude across all spans, while the 
second developed near the supports. The second peak value increased as the span 
decreases, whereas its rise-time and lag from first peak time increased with the span length. 
For both peaks, bending moment rise-time was longer than that of the shear force. The 
bending moment also presented two peak values: one positive at the impact point and 
secondary negative over the supports. Midspan bending moment exhibiting a plateau-like 
peak, corresponding to the beam sectional behavior flexural behavior (see its definition in 
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Section 3). The duration of this peak increase with the span length. Conversely, section over 
the support developed negative bending moments (hogging), with a rise-time shorter than the 
shear force peak at that locations. The peak value at this location increased with inversely to 
span length, probably due to the increase of the end cantilevers. For 0.6 m span series, the 
negative moment even reached the flexural capacity of the cross-section. This explains the 
extensive cracking observed in Figure 5 at the top face of these beams over supports.  

       (a)      

        (b)      

        (c)       

Figure 7. Comparison test and numerical internal forces (V and M): (a) L = 0.60 m series; 
(b) L = 1.10 m series; (c) L = 1.60 m series.

Sectional forces obtained from the numerical model correlate with those derived from the test 
results, Figure 7. Correlation increased significantly in the beams with longer span length. 
Shear forces are generally identical, with only punctual discrepancies, especially in the 0.6 
span beam. Regarding the bending moment, the model accurately simulated dominant trend, 
even though the model did not include the high frequency components, or noise. The precision 
of the model for the 0.6 and 1.1 m beams was particularly high in the initial 3 ms of the impact, 
whereas for 1.6 m series, accuracy remained high throughout the simulation duration. 
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5 STRENGTH EVALUATION OF TESTED BEAMS 

This section analyzes the development of shear cracks by comparing the sectional forces 
obtained with the model with the shear-bending (M-V) interaction curves. In the literature there 
are proposals of formulations that define the dynamic interaction for certain types of structures 
[12,18]. Generally accepted models for M-V interaction have been defined for quasi-static 
conditions. That is the case of Bentz’s simplified version of the Modified Compression Field 
Theory (SMCFT) [30], which has used in the present study the dynamic M-V interaction for 
RC beams. Dynamic effects have been introduced by modifying the strength of failure 
mechanisms according to their sensitivity to strain rate. However, the strain rate during an 
impact event is variable in time and location, thus, uniform values of strain rate have been 
considered, as a simplification. Strain rate (𝜀ሶ) effects defined by [4] were considered for steel 
yield and ultimate strength and for the concrete strength in compression and tension 
formulations proposed by [27] and [31] were employed, respectively. 
 

  

  

Figure 8. Interaction shear-bending moment in critical sections. 

The shear-bending interaction of the tested beams is analyzed in Figure 8 in the two critical 
sections, near midspan (at h/2, and h/4 for 0.6 m span beams) and supports near midspan (at 
d, and d/2 for 0.6 m span beams), similarly to Figure 7. Various interaction curves have been 
included in that Figure 8, corresponding to the dynamic M-V interaction for strain-rates ranging 
from 0.1 to 10 s-1, with the static case included as a reference. 
 
In the section near the midspan all beams exceeded M-V interaction curves, regardless of the 
shear reinforcement, specially short beams (L-0.6 and LT-0.6). High shear forces observed in 
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this location developed especially in the first stages of the impact load, as it can be observed 
in Figure 7. This explains the development of the shear-plug in this stage. In the case of LT-
1.1 and LT-1.6 series, shear reinforcement avoided the further progress of these cracks. In 
the section near the supports, the M-V interaction curves explain the different failure modes 
observed in L-1.6 and LT-1.6 series, which the former failed by shear-bending interaction while 
the latter showed a ductile response. Regarding the 1.1 m span beams, the interaction curves 
do not provide a definitive conclusion; however, L-1.1 series exceeded the dynamic interaction 
curves further than LT-1.1. It must be noted that the capacity curves shown in Figure 8 
represent the envelope of the peak capacity of the beams. Thus, they are helpful to explain 
the development of shear cracks, but they do not provide information about the post-peak 
behavior. Consequently, further research in this field seems to be convenient. 

6 CONCLUSIONS 

This study investigated the behavior of RC beams with different shear-span to depth ratios 
(2 ≤ a/d ≤ 5.3) subjected to impact loads. An experimental campaign was carried out in 
2.00 × 0.15 × 0.20 m prismatic longitudinally reinforced (ρ = 1.0%) concrete beams, six 
beams with shear reinforcement (ρw = 0.3%) and six without (ρw = 0%). Tests were 
measured with sensors and DIC, which combined allowed to derive the distribution of 
sectional forces in each stage of the impact. Experimental results were compared with a 
non-linear numerical beam model. The following conclusions can be drawn from the 
presented research: 

1. The transversal reinforcement included prevented brittle failure for shear-span to
depth ratios a/d ≥ 3.6, allowing the formation of a plastic hinge. Beams tested with a/d
= 2 were sensible to fail by the formation of a shear plug. This change of the failure
mode might be attributed to the highly impulsive response of shorter span beams.

2. Non-linear numerical beam model presented has the potential to predict accurately
the impact response of a structure, requiring low development and computational
costs. These models are able to determine the impact forces and sectional forces
distribution during the impact, essential to design structures resistant to collisions.

3. Introducing strain rate effects in existing shear-bending interaction models has
allowed to discuss the formation of the shear failures cracks observed experimentally.
However, further research is required in order to define improved dynamic M-V
interaction formulations, including post-peak behavior.
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Abstract  
Reinforced concrete (RC) protective structures, designed to withstand impulsive loading 
such as blast and impact, may be subjected to both single and repeated loading. To 
effectively withstand such loads, the protective structure requires a large energy 
absorption capacity. This has been the focus of several studies, but research on repeated 
impulse loading is scarce, and its effect on the structure’s dynamic response and total 
energy absorption capacity are not yet fully understood. Therefore, the aim of this study 
was to investigate the effect of repeated impulse loading, applied through impact, on the 
dynamic response and the total energy absorption capacity of RC beams. 

Drop-weight impact tests of 12 beams were carried out and their residual capacity were 
tested statically after impact. In addition, six beams were statically tested as references. 
The beams (2.8 × 0.1 × 0.2 m) were simply supported with a span length of 2.6 m and 
provided with 2+2 reinforcement bars with a diameter of 6, 8 or 10 mm (reinforcement ratio 
0.35-0.98%). The drop weight had a mass of 10, 20 or 40 kg and was released from a 
height of 5.0 m. The number of impacts varied with the mass of the drop weight: 10 kg, 4-6 
impacts; 20 kg, 1-2 impacts; 40 kg, 1 impact. A high-speed camera (5000 fps) filmed the 
beams during the impact tests and digital image correlation (DIC) technique was used to 
measure deflections and crack propagation. 

The influence of impact loading on the total energy absorption capacity varied 
between different beam configurations. In beams with φ6 bars, energy absorption increased 
by up to 50%, while in beams with φ8 or φ10 bars, it decreased significantly compared to the 
statically loaded reference beams. For the latter, only bending cracks occurred. However, 
for impact-loaded beams using 20 or 40 kg drop weights, distinctive diagonal shear 
cracks also formed below the impact zone. For a drop weight of 10 kg, though, such 
diagonal cracks did not appear until after 2-4 impacts. For this drop weight, the response 
was similar for the first 4 impacts, whereas for a 20 kg drop weight, the difference between 
the first and second impact was more distinct. Repeated impact loading caused increased 
local damage, even when the total impact energy applied was constant. This indicates that 
several small impulse loads may be more severe than a single large load of the same total 
magnitude.  
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1 INTRODUCTION 

The high mass of reinforced concrete (RC) structures, combined with their capacity to 
withstand large plastic deformations while retaining load-bearing capacity, makes them highly 
suitable for resisting the effects of impulse loading caused by explosions or impact. 
Consequently, RC is commonly used in protective structures subjected to such loads. In the 
design of impulse-loaded structures, insights gained from static loading are often applied. 
However, the structural response under impulse loading can differ significantly from that under 
static loading [1], and hence it is not for sure that the observations made at static loading are 
also directly applicable to impulse loading.  
 
The differences in structural response between impulse and static loading are attributed to a 
combination of various dynamic effects such as inertia, strain rate and wave propagation 
effects. Inertia resists changes in motion and thus provides additional resistance to the 
structure, while strain rate effects increase the stiffness and strength of the material [2], [3]. 
Furthermore, wave propagation can cause the structure to respond differently at both local 
and global levels [4], [5], [6]. Nevertheless, it is common practice to base the design of 
impulse-loaded structures on knowledge gained from static loading, such as bending moment 
capacity or plastic deformation capacity [7], [8], [9].  
 
Impulse loading may be caused by events such as a blast wave from an explosion or the 
impact of an object. Although the loading characteristics of these events can vary significantly, 
the structural response of the affected structure is still similar in many respects. Therefore, 
when studying the dynamic response of a structure subjected to impulse loading, it is often 
feasible to use a simplified test set-up, in which the impulse loading is generated by a drop 
weight impact.  
 
The design of impulse-loaded structures often relies on large plastic deformation capacities, 
where the structure’s energy absorption capacity is provided by large deformations rather than 
high load-bearing capacity. Therefore, it is essential that the energy absorption capacity 
assumed in the design is applicable to the actual loading scenario. However, since the 
structural response under impulse loading may differ from that under static loading, the 
structure’s plastic deformation capacity and failure modes may also change when subjected 
to impulse loading. Additionally, repeated impulse loading may further affect the structure’s 
ability to withstand such loads. Consequently, it is important to ensure that observations made 
under static loading conditions, particularly regarding energy absorption capacity, remain valid 
for both single and repeated dynamic loading.  
 
The aim of this paper is to examine how the energy absorption capacity of reinforced concrete 
beams is affected by single and repeated impulse loading. Drop weight impact tests were 
conducted to simulate the impulse loading. Similar studies have been carried out by several 
researchers (e.g., [10], [11], [12], [13]) to investigate the dynamic structural response of RC 
structures subjected to single impacts. To estimate the total energy absorption capacity, the 
effect of impact loading was combined with static loading, applied after the impact tests, in 
order to assess the residual capacity of the damaged beams.  
 

2 TEST SERIES AND TEST SET-UP 

The test series consisted of 18 beams, designated in accordance with Table 1. Each beam 
had a total length of 2800 mm and a span length of 2600 mm, with a cross-section measuring 
100 × 200 mm (width × height). All beams were reinforced with 2+2 longitudinal ribbed steel 

bars of class K500C-T, with a nominal diameter  = [6, 8, 10] mm, resulting in a reinforcement 
ratio ρs = [0.35, 0.63, 0.98]%. 
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The beams in Series I10, I20 and I40 were first subjected to n number of impact loads using 
a drop weight with a mass mw = [10, 20, 40] kg1, released from a height hw = 5.0 m (resulting 
in an impact velocity v0 ≈ 9.9 m/s). Thereafter, the beams were loaded statically under 
deformation-controlled conditions until failure, and the results were compared with those from 
reference beams in Series S, which were subjected to static loading only. Impact tests were 
conducted on 12 beams, and static tests on six plus six beams with test set-ups shown in 
Figure 1. For the impact tests, the beams were supported on fixed, half-cylindrical supports 
with a diameter of 70 mm. The objective was to apply boundary conditions that were as well-
defined as possible; therefore, no upper supports were used to restrict the upward movement 
of the beam. For safety reasons, a clamp was provided at each support, to prevent the beam 
from falling over during impact. 
 
The beams in Series S3 and S4 were tested in three-point and four-point bending, 
respectively, while all other static tests were conducted using just four-point bending. Three-
point bending best represents the equivalent static load condition of the impact loading applied 
here. However, due to extensive concrete damage suffered in the mid-region of most impact-
loaded beams, this load set-up was not suitable, and four-point bending was employed 
instead. For further details of the tests, see [14]. 
 

Type of 
Loading 

Series Beam 
 

[mm] 

mw  
[kg] 

n 
[no.] 

n·Ek,0 
1) 

[J] 

Static test 
set-up 2) 

Static 

S3 
B-02 
B-04 
B-06 

6 
8 
10 

- - - 3p 

S4 
B-01 
B-03 
B-05 

6 
8 
10 

- - - 4p 

Impact 
+ 

Static 

I10 

B-07 
B-08 

B-09a 
B-09b 
B-10a 
B-10b 

6 
6 
8 
8 
10 
10 

10 

5 
4 
6 
6 
5 
4 

2453 
1962 
2943 
2943 
2453 
1962 

- 
4p 
- 
- 
- 

4p 

I20 

B-11a 
B-11b 
B-12 
B-13 

6 
6 
8 
10 

20 

1 
1 
2 
2 

981 
981 
1962 
1962 

- 
- 

4p 
4p 

I40 
B-15 
B-16 

8 
10 

40 
1 
1 

1962 
1962 

4p 
4p 

1) Total impact energy: Ek,0 defined in Equation (4) in Section 3.3. 
2) 3p = three-point bending test, 4p = four-point bending test, - = not tested. 

 
Table 1.  Test series. 

 
1 The drop weight was cylindrical in shape, with a length lw = [112, 227, 458] mm, a diameter of 120 mm 
and a contact surface radius of 200 mm. A vertical hole was drilled through the drop weight to 
accommodate an accelerometer. 
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(a) (b) 

 
Figure 1. Test set-up for (a) drop weight impact tests, and (b) deformation-controlled 
static tests in three-point and four-point bending.  
 
For the concrete, the compressive strength fc,cube and fracture energy GF were determined 
using cubes and wedge splitting tests, respectively [15], [16]. The cylinder compressive 
strength was then calculated as fc = 0.8∙fc,cube. For the steel reinforcement, coiled bars of 

class C were intended for use. However, for 6 bars, a less ductile type (class A) was 
mistakenly delivered and used in the tests, which resulted in smaller deflections than 
anticipated. Coiled bars are transported in rolls and straightened before use, which often 
eliminates the distinct yield plateau. As a result, the mechanical property resembles that of a 
cold worked reinforcement, and hence, the proof stress f0.2 was used to characterise the 
reinforcement together with the tensile strength ft and the tensile strain εu corresponding to ft. 
The average values of the concrete and reinforcement material properties are presented in 
Table 2. Further details of the material tests are provided in [14]. 
 

Concrete  Steel reinforcement  

fc,28d fc,57d fc,64d GF,57d   f0.2 ft ft / f0.2 εu 

[MPa] [MPa] [MPa] [N/m]  [mm] [MPa] [MPa] [-] [‰] 

52.8 55.9 56.3 150  6 547 588 1.07 29 

     8 588 688 1.17 98 

     10 569 699 1.23 116 

 
Table 2. Material properties of concrete and steel reinforcement: mean values are 
based on three (six) tests for concrete (reinforcement), and the index for concrete 
denotes the age in days at the time of material testing. 
 
The structural response of all beams was analysed using Digital Image Correlation (DIC); see 
e.g., [17] for detailed information. By analysing the deformation of a surface with a speckle 
pattern across a series of digital images acquired during loading, a deformation field is 
calculated. With the known frames per second (fps) rate during filming, velocities and 
accelerations can be determined as well. The impact tests of the beams were investigated 
using the 2D-DIC technique with a high-speed camera, which had a resolution of 1920 × 512 
pixels and an image acquisition rate of 5000 fps. This camera configuration provided a field of 
view (FoV) of approximately 1.5 × 0.4 m, covering just over half of the beam, as shown in 
Figure 1. The images from the high-speed camera were analysed using GOM Correlate [18], 
where the dimensions of each subset were 15 × 15 pixels, and the subset step was 5 pixels. 
In the static tests, 3D-DIC measurements were conducted using a stereoscopic camera set-
up with the ARAMIS 12M system [19]. The images were captured at a frequency of 0.5 fps, 
and the camera’s FoV covered approximately the central 1.1 m of the beam, as shown in 
Figure 1. 
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3 RESULTS 

3.1 Response at impact loading 

A modified midpoint deflection over time u(t) is used to represent the dynamic response under 
impact loading. It is here defined as  
 

( ) ( ) ( )supmidu t u t u t= −
 

(1) 

 
in which umid(t) is the midpoint deflection in the test and usup(t) is the deformation at the support. 
In Figure 2a, u(t) is illustrated for Beam B-07, and from this it can be observed that there is an 
initial uplift of the beam at the support (blue line), reaching a maximum of about 2 mm just 
prior to 5 ms, and regaining contact with the support at around 8 ms. This uplift occurred 
because no top support was used to restrain the beam’s vertical movement. The midpoint 
deflection (black line) shows a smooth progression. However, when applying Equation (1), the 
curve of the modified midpoint deflection (red line) exhibits a sudden shift at approximately 
7 ms. This shift is also evident in all subsequent deflection curves. The advantage of using 
u(t) as defined by Equation (1) is that it highlights the plastic midpoint deflection upl is the 
graphs as the value around which the curves oscillate after reaching their maximum deflection 
(upl ≈ 5 mm in Figure 2a). 
 
In Figure 2b to d, the deflection-time curves for the first impact load on all tested beams are 
shown, illustrating the effects of drop weight mass and reinforcement amount. As expected, 
an increased reinforcement amount resulted in a decreased beam deflection while an 
increased drop weight mass led to increased deflection. Some load configurations were tested 
twice, and in Figure 2b, it can be seen that the scatter in the results was small when using a 

drop weight of mw = 10 kg. Furthermore, in Figure 2c, the results of mw = 20 kg and 8 show 
a similar initial response. However, Beam B-11a failed due to reinforcement rupture, while 
Beam B-11b barely withstood the loading, reaching a substantial deflection.  
 
Failure was not reached due to impact loading in any of the beams, except for one. In beam 
B-11a, failure occurred due to reinforcement rupture. Beam B-11b, which had the same 
reinforcement configuration and was subjected to impact loading from the same drop weight 
mass, was able to just withstand the applied impact loading2. However, in this case, the impact 
load condition was modified by placing a 10 mm thick rubber sheet between the impactor and 
the beam. This modification extended the duration of the impact and reduced the peak impact 
force, thereby creating a slightly less critical loading situation. 
 
In Figure 3, the crack patterns at maximum deflection are presented for beams subjected to a 
single impact. One beam is shown for each load and reinforcement configuration. It can be 
observed that for mw = 10 kg, the crack pattern is limited to vertical bending cracks, similar to 
those typically observed in beams subjected to three-point bending. However, in beam B-10a 

(10), a horizontal crack also appeared at midspan at the level of the bottom reinforcement. 
This horizontal crack is believed to be due to spalling and a partially failed bond between the 
reinforcement and concrete, caused by severe stresses during the initial response to impact. 
For beams subjected to impact from a drop weight with a mass of mw = 20 kg, the crack 

patterns vary depending on the reinforcement amount. In beam B-11b (6), a very large and 
distinct vertical bending crack is visible at midspan. At the top of this crack, two nearly 

horizontal cracks converge, indicating concrete crushing at the top surface. In beam B-12 (8), 
in addition to vertical bending cracks, a diagonal shear crack originating from the top of the 
beam is clearly visible. This crack is attributed to severe local strains induced by the impact. 

 
2 Both bottom bars were torn off, but final failure was prevented due to the remaining residual capacity provided by 
the intact top reinforcement. 
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Beam B-13 (10) exhibits both vertical bending cracks and a diagonal shear crack, along with 

a horizontal crack similar to that observed in Beam B-10a. Finally, in beam B-15 (8) and 

beam B-16 (10), subjected to the impact from a drop weight with a mass of mw = 40 kg, the 
resulting crack patterns were similar to those observed when mw = 20 kg, but with more severe 
cracking.  
 

  
(a) Determination of u(t) in beam B-07 (b) mw = 10 kg, n = 1 

  
(c) mw = 20 kg, n = 1 (d) mw = 40 kg, n = 1 

 
Figure 2. Deflection-time response of beams subjected to single impact loading: (a) 
Determination of the modified midpoint deflection u(t), based on the midpoint 
deflection umid(t) and support deformation usup(t), (b) to (d) u(t) for various drop weight 

mw and reinforcement diameter . 
 

 Drop weight mass, mw [kg] 

[mm] 10 kg 20 kg 40 kg 

6    

B-07 B-11b  

8    
B-09a B-12 B-15 

10    
B-10a B-13 B-16 

 
Figure 3. Crack pattern in the beam at maximum deflection due to a single impact. Only 
half of the beam is shown, and the red vertical line on the right-hand side of the beam 
indicates the presence of a clamp, not a crack (see Figure 1). 
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(a) B-07: 6, mw = 10 kg, n = 5 (b) B-08: 6, mw = 10 kg, n = 4 

  

(c) B-09a: 8, mw = 10 kg, n = 6 (d) B-09b: 8, mw = 10 kg, n = 6 

  

(e) B-10a: 10, mw = 10 kg, n = 5 (f) B-10b: 10, mw = 10 kg, n = 4 

  

(g) B-12: 8, mw = 20 kg, n = 2 (h) B-13: 10, mw = 20 kg, n = 2 

 
Figure 4. Deflection-time response of beams subjected to repeated impact loading.  
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In Figure 4, the deflection-time curves for all impact loads on beams subjected to repeated 
impacts are presented. It can be observed that the deflection gradually increases with each 
successive impact. When using a drop weight mass of mw =10 kg, the increase in deflection 

was generally small for the first three impacts on beams with 6 and 10, and the first four 

impacts on beams with 8. The associated damage obtained in the beam was also relatively 
limited during these stages. However, after a certain number of impacts (n = 5 for beam B-07 
and n = 6 for beams B-09a and b), extensive damage was observed, and the additional 
deflection increased significantly compared to previous impacts. Figure 5 presents 
photographs showing the damage in beam B-07 after impacts two through five. Damage from 
the first impact was limited to minor cracking. After the second impact, spalling of the side 
concrete occurred, and diagonal shear cracks became visible after the fourth impact. By the 
fifth impact, the cracks had widened considerably, and local concrete crushing in the top 
region of the beam was evident. Notably, the top reinforcement was significantly deformed 
due to the fifth impact. For a higher drop weight mass, mw =20 kg, the difference in maximum 
deflection between the first and second impact was more pronounced, with an increase of 
approximately 25-40%. In these beams, significant spalling of the side concrete was also 
observed.  
 

  
(a) n = 1 (b) n = 2 

  
(c) n = 4 (d) n = 5 

 
Figure 5. Photographs showing damage at the midspan of beam B-07 after n impacts.  
 
From the impact-loaded tests, it was not possible to predict how close a given beam was to 
failure. To investigate this, static tests were conducted to determine the residual capacity of 
the previously impact loaded beams. However, the damage in beams subjected to more than 
four impacts was so extensive that subsequent static loading could not be performed. 
Therefore, in beams B-08 and B-10b, the number of impacts was limited to four to ensure that 
residual static testing could be carried out. 

3.2 Response at static loading 

Six out of twelve beams3 subjected to impact loading were subsequently tested under static 
loading conditions to evaluate their residual response in terms of stiffness, load capacity, and 
energy absorption capacity. For comparison, three plus three undamaged reference beams 
were tested, and their responses are shown in Figure 6 as load-deflection curves, F(u). The 

maximum load capacity Fmax was limited by reinforcement rupture (RR) in beams with 6, and 

by concrete crushing (CC) in beams with 8 and 10. In all cases except for beam B-06, the 
final failure was caused by reinforcement rupture at a final deflection uF,W.  
 
While three-point bending best represents the static load condition associated with the impact 
loading, extensive concrete damage at the midspan of most impact-loaded beams, 
necessitated the use of four-point bending for the residual static tests. In Figure 7, the residual 
static response F(u) of the impact loaded beams is compared with the response of the 

 
3 Six beams were considered too severely damaged to undergo further testing.  
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corresponding reference beams in Series S3 and S4. Due to prior loading, an initial plastic 
deflection was already present, which is indicated in the graphs as an initial deflection at zero 
static load. To account for the measurement point being located at the position of the point 
load, this deflection was approximately determined as uF,pl = upl / α, where upl is the plastic 
midpoint deflection caused by impact loading and α = 1.3/1.0 = 1.3 is the difference in 
distance between point load and support in three-point and four-point bending.  
 

  
(a) (b) 

 
Figure 6. Load-deflection curves for statically loaded reference beams under (a) three-
point bending and (b) four-point bending. 
 

  
(a) (b) 

 
Figure 7. Comparison of load-deflection curves for reference beams and beams 

previously subjected to impact loading: (a) beams with 6 and 8 bars, and (b) beams 

with 10 bars. 
 
In all beams, the initial elastic stiffness of the residual response was similar to that obtained 

in the cracked reference beams. For beam B-08, with 6 bars, a load capacity of 8 kN was 
reached at a total deflection of approximately 26 mm, thereby closely reaching the load-
deflection curve of the reference beam B-01. Thereafter, the load capacity remained fairly 
constant until a deflection of 30 mm was reached, at which point a sudden drop, caused by 
concrete crushing, occurred. Thereafter, increased deflection was observed at a significantly 
reduced load capacity of around 4 kN, until final failure occurred at uF,W ≈ 43 mm due to 
reinforcement rupture. This response, characterised by delayed failure, indicates that the 
impact-loading had a positive effect on the total energy absorption capacity of the beam.  
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However, the response reached in the residual tests for beams with 8 and 10 bars did not 
exhibit the same positive effects due to impact loading. In these beams, the load capacity 
failed to reach the load-deflection curves of the reference beams, and final failure in all cases 
was governed by concrete crushing. This contrasts with the reference beams subjected to 
four-point bending, in which reinforcement rupture occurred at a substantially larger deflection. 

Although all except beam 13 (10) reached a load level with some stabilised plastic response, 
concrete crushing caused a sudden drop in load capacity at a deflection considerably smaller 
than that reached in the reference beams. As a result, both the load capacity and deflection 
at final failure were reduced, leading to a substantial decrease in the total energy absorption 
capacity.  
 

3.3 Total energy absorption capacity 

In Table 3, some key results from the impact and static tests are summarised. Apart from 
deflections u and the maximum static load Fmax, the internal work Wi (energy absorption) is 
listed in the table. For the reference beams, the energy absorption Wi,sta

4 was defined as the 
sum of elastic (Wi,el) and plastic (Wi,pl) contributions, determined as the area under the F(u) 
curves in Figure 6 and Figure 7. In several beams, the static test was interrupted before 
reaching total failure (F = 0 kN), meaning that the total energy absorption capacity could not 
be determined. However, including contributions from low load values was deemed 
questionable. As an approximation, the energy absorption contributions to Wi,pl were only 
included up to a deflection uF,W, corresponding to a post-peak load of F = Fmax / 2, where Fmax 
was the maximum static load for the corresponding reference beam. 
 
In beams that were also subjected to impact loading, the same method could not be applied. 
Instead, a simplified approach based on energy equilibrium, the theory of plastic impact, and 
an equivalent single-degree-of-freedom system (SDOF), as described in for example [20], was 
used to estimate the internal work. The total energy absorption capacity Wi,tot of these beams 
was defined as:  
 

, , , ,i tot i sta i imp plW W W= +  (2) 

 
where Wi,imp,pl represents the total plastic energy absorption due to impact loading. The 
contribution from the impact loading was limited to the plastic component, since the same 
elastic component Wi,el is accounted for in both the response to impact loading and the 
subsequent static loading. 
 
Due to energy equilibrium, the external energy applied due to a single impact loading is equal 
to the internal energy absorption in the loaded beam; that is, We,imp = Wi,imp. The plastic energy 
absorption due to n impacts may thereby be estimated as:  
 

( ), , , , ,i imp pl e imp i imp elW n W W=  −  (3) 

 
where We,imp is the external energy applied to the structure from a single impact, and Wi,imp,el 
is the elastic internal energy absorbed by the structure during each impact.  

 
4 Results from three-point and four-point bending tests cannot be directly compared with each other; however, an 
approximate comparison is made here based on the following concept. It can be shown that, for the same simply 
supported beam, the forces F3p and F4p under three-point and four-point bending, respectively, produce the same 
maximum span moment Mmid if F3p = F4p / α. Furthermore, if a plastic hinge forms at the beam midpoint under four-
point bending, the relationship between the deflection u4p,mid and deflection u4p,F under the applied load can be 
approximated as u4p,mid ≈ α∙u4p,F. Hence, the plastic energy absorption Wi,pl, (the area under F(u) at plastic 
response), would be approximately the same in three-point and four-point bending when comparing F3p(u3p,mid) and 
F4p(u4p,F). For the test set-ups shown in Figure 1, the factor is determined as α = 1.3 / 1.0 = 1.3.  
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Identification Impact loading Static loading Total 

Series Beam 
 

[mm] 

n 

[no.] 

utot 

[mm] 

Wi,imp,pl 

[J] 

uF,pl 

[mm] 

uF,W 

[mm] 

Fmax 

[kN] 

Wi,el 

[J] 

Wi,pl 

[J] 

uF,W,tot 

[mm] 

Wi.tot 

[J] 

Type of 
failure 

S3 B-02 6 - - - - 27 7.3 34 135 27 169 RR 

 B-04 8 - - - - 147 16.1 129 1808 147 1937 RR 

 B-06 10 - - - - 83 24.0 198 1399 83 1597 CC 

S4 B-01 6 - - - - 28 9.6 60 176 28 236 RR 

 B-03 8 - - - - 136 21.4 164 2110 136 2274 RR 

 B-05 10 - - - - 217 31.4 272 4991 217 5263 RR 

I10 B-07 6 5 51 324 - - - - - - 351 - 

 B-08 6 4 34 259 16 17 8.0 40 50 33 349 RR 

 B-09a 8 6 14 389 - - - - - - 416 - 

 B-09b 8 6 - 389 - - - - - - 416 - 

 B-10a 10 5 15 324 - - - - - - 351 - 

 B-10b 10 4 17 259 7 68 21.0 232 1006 75 1497 CC 

I20 B-11a 6 1 - 207 - - - - - - < 310 RR 

 B-11b 6 1 95 207 - - - - - - 310 RR 

 B-12 8 2 36 413 12 24 13.5 123 78 36 614 CC 

 B-13 10 2 26 413 6 22 20.2 231 9 28 653 CC 

I40 B-15 8 1 76 783 43 23 13.6 115 85 66 983 CC 

 B-16 10 1 49 783 20 48 21.8 248 561 68 1592 CC 

n = number of impacts, utot = maximum midpoint deflection due to n impacts, Wi,imp,pl = plastic energy absorption of 
the beam due to n impacts as defined in Equation (3), uF,pl = total plastic deflection beneath point load due to n 
impacts (start deflection when F = 0 kN), uF,W = deflection beneath point load at failure under static loading, 
Fmax = maximum load under static loading, Wi,el and Wi,pl  = elastic and plastic energy absorption of the beam during 
static loading, uF,W,tot = uF,pl + uF,W = total deflection beneath point load due to impact and static loading, Wi,tot total 
energy absorption as defined in Equation (2) or Wi,tot = Wi,imp,el + Wi,imp,pl if no static loading was conducted. Type 
of failure: CC = Concrete crushing, RR = Reinforcement rupture. 

 
Table 3.  Summary of impact and static test results. 
 
The kinetic energy of the drop weight just prior to impact can be determined as 
 

2

0
,0

2

w
k

m v
E


=

 

(4) 

 
where mw = [10, 20, 40] kg is the mass of the drop weight in Series [I10, I20, I40] and 
v0 ≈ 9.9 m/s is the expected impact velocity for a drop height of hw = 5.0 m. Assuming plastic 
im act an  ne  ectin  the e  ects o  chan e   otentia  ener y  ue to the beam’s  e  ection, 
the external work on the beam may be estimated as  
 

, ,0
w

e imp k

w b

m
W E

m m
= 

+
 

(5) 

 
Here, mb = κLM ∙ mbeam is the effective mass of the beam, where κLM is a load-mass factor used 
to transform the beam into an equivalent SDOF system [21]. For the actual load case, a plastic 
response of the beam was observed, giving κLM = 0.333, which together with mbeam = 130 kg 
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for the 2.6 m long beam segment between the supports, results in mb = 43.3 kg. From this, 
the external energy applied in a single impact can be estimated as We,imp = [92, 310, 942] J 
for Series [I10, I20, I40]. Here, the elastic internal energy Wi,imp,el is based on the elastic energy 
Wi,el obtained in the reference beams using three-point bending. However, to approximately 
account for the stiffer initial response of uncracked concrete, this energy is multiplied with a 

factor 0.8; that is, Wi,imp,el = 0.8·Wi,el = [27, 103, 158] J for beams with bars  = [6, 8, 10] mm.  

 
From Table 3, it can be concluded that the energy absorption capacity was higher in beams 
subjected to four-point bending than in those subjected to three-point-bending. This result was 
expected, as a higher plastic rotational capacity typically develops in the former due to a more 
favourable moment distribution. A general trend observed for the reference beams is that an 
increased reinforcement amount leads to increased energy absorption capacity. However, this 
was not the case for beams B-04 and B-06. In both beams, the maximum force Fmax was 
limited by concrete crushing, although the cause of final failure differed. The energy absorption 
in beam B-06 was lower, which may be attributed to its failure occurring due to concrete 
crushing at a deflection of uF,W = 83 mm, compared to reinforcement rupture in beam B-04 at 
a deflection of uF,W = 147 mm. This indicates that the cause of failure significantly influences 
the beam’s energy absorption capacity.  
 
When comparing the energy absorption capacities between the reference beams and those 
beams previously subjected to impact loading, it is observed that energy absorption increased 

with up to 50% in beams with 6 bars but decreased significantly to a capacity of around 10-

40% in beams with 8 and 10 bars. In the former case, reinforcement rupture was observed 
in both the reference beams and the beams subjected to both impact and static loading. In 
contrast, in the latter case, concrete crushing was the cause of final failure in all the beams 
subjected to impact loading.  
 

The results for beams with 8 and 10 bars stand in stark contrast to the observations reported 
by e.g. [22], where it was concluded that beams previously subjected to a single impact 
exhibited the same or an increased energy absorption capacity. In that study, small-scale 
beams with a cross-section of 100 × 100 mm, a span length of 1300 mm, and a reinforcement 
ratio of 0.71% were subjected to a combination of impact and static loading. The impact was 
applied using drop weights of mw = 10 or 20 kg released from a height hw = 5.0 m, and final 
failure in those tests was primarily caused by reinforcement rupture. The increased energy 
absorption capacity was mainly attributed to beneficial effects associated with the formation 
of diagonal shear cracks near the impact zone. These cracks weakened the bond between 
the reinforcement and the surrounding concrete, allowing a larger portion of the reinforcement 
to yield prior to final failure by reinforcement rupture. As a result, the length of the plastic hinge 
increased, leading to greater plastic deflections and, consequently, enhanced energy 
absorption.  
 
In the tests conducted in the present study, similar diagonal shear cracks and local weakening 
of the bond in the midspan region were observed. However, the main difference was the cause 
of final failure; here, it was due to concrete crushing occurring at relatively small deflections. 
A potential explanation for the differing results may be that the damage sustained by the 
concrete compressive zone was more severe and/or more sensitive in the present study. The 
latter can likely be attributed to size effects, which make the concrete compressive zone more 
brittle [23], [24] in beams with larger depths. Furthermore, the influence of repeated impacts 
and/or higher impact forces is another plausible explanation. Based on Table 3, the effect of 
repeated impacts seems to have a particularly large negative influence on the beams’ ener y 
absorption capacity. This may at least partly be due to the beams’ narrow wi th; had a wider 
cross-section been used, the effects of side-surface spalling and local concrete crushing 
would probably have been less severe.  
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4 CONCLUSIONS 

 
A test series of drop weight impact tests on reinforced concrete (RC) beams was conducted 
using a high-speed camera and digital image correlation (DIC) to study deflections and 
concrete crack patterns. The beams were first subjected to either single or repeated impacts 
using a drop weight of 10, 20 or 40 kg, released from a height of 5.0 m. Beams that did not 
sustain too severe damage were subsequently loaded statically until failure. The results were 
compared with reference beams that were only subjected to static loading. The aim of the 
study was to investigate the effect of different types of impact loading on the structure’s total 
energy absorption capacity.  
 
The following conclusions may be drawn: 
 

• The influence of impact loading on the total energy absorption capacity varied between 

different beam configurations. In beams with a low reinforcement ratio (6 bars, 

0.35%), the energy absorption increased by up to 50% compared to that of the 

statically loaded reference beam. However, in beams with higher reinforcement ratios 

(8 and 10 bars, 0.63% and 0.98%), the energy absorption capacity decreased 

significantly, reaching only approximately 10-40% of the values observed in the 

statically loaded reference beams.  

• The energy absorption capacity was higher when the final failure was governed by 

reinforcement rupture. The low values observed in beams with 8 and 10 bars were 

attributed to final failure being governed by concrete crushing. Damage caused by 

impact loading further increased the beams’ sensitivity to concrete crushing.  

• Repeated impact loading caused increased local damage, even when the total impact 

energy applied was constant. That is, if the total impact energy n·Ek,0 remained 

unchanged, multiple impacts using a lighter drop weight proved more critical than 

fewer impacts with a heavier drop weight.  

• The results of the present study contrast with findings from similar investigations on 

small-scale beams, where impact loading resulted in either comparable or increased 

energy absorption capacity. This discrepancy is believed to be due to size effects and 

the influence of multiple impacts. Accordingly, a follow-up study incorporating both 

experiments and nonlinear finite element analyses of beams with varying depths and 

reinforcement ratios, would be valuable.  

• High-speed imaging combined with DIC analyses proved effective in studying the 

dynamic response of beams subjected to impact loading, enabling detailed monitoring 

of parameters such as deflections and crack propagation. 
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Abstract 
In this paper, a 3D elasto-plastic impact response analysis of the rockfall protection fence 
placed on the concrete foundation blocks was conducted. The applicability of the proposed 
FE analysis model was investigated comparing with the proto-type impact loading test 
results. Here, the steel posts of the fence were anchored to the top surface of the concrete 
foundation with base plate. Findings from this study are as follows: 1) the time histories of 
the impact force and the tensile forces acting on the wire ropes can be accurately predicted 
by using the proposed analysis method; and 2) the axial strain distribution of the 
intermediate post and the local buckling behavior of the steel post near the base can also 
be better evaluated. 

1 INTRODUCTION 

In Japan, many rockfall protection structures constructed along the roads in mountainous 
areas and coastlines to protect transportation networks and human lives from natural disasters 
such as rockfalls. As one kind of these, there is a conventional rockfall protection fence (see, 
Figure 1) which is composed of H-shaped steel posts, wire ropes, diamond-shaped wire mesh, 
and clearance-keeping strips. Currently, the stability check of the foundation is carried out 
under the static loading following the Rockfall Prevention Handbook [1] in Japan. The 
dynamic effects due to falling rocks impacting have not been considered in the 
specifications. To establish a rational design specification, the authors conducted drop-
weight impact loading tests for the fences placed on the foundation and investigated. 
 

 

Figure 1. Conventional rockfall protection fence. 
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Figure 2. Dimensions of specimen. 

 

(a) General view 

 
(b) Rope end                                                      (c) Clearance-keeping strip 

Figure 3. Overall view of specimen and close-up view of each component. 

stability of the foundation [2]. However, these investigations should be efficiently 
conducted based on not only experimental study but also numerical simulations 
 
From this point of view, in this study, in order to establish a numerical analysis method for 
adequately evaluating the impact-resistance behavior of the rockfall protection fences, a 
3D elasto-plastic impact response analysis of the proto-type fence placed on the concrete 
foundation was conducted. The applicability of the proposed numerical analysis model 
was investigated comparing with experimental results [2]. The numerical analysis was 
conducted using a commercial finite element software, LS-DYNA [3]. 

2 OUTLINE OF EXPERIMENT 

As illustrated in Figure 2, dimensions of the specimen used in this study are 2 m height 
and 9 m length having intervals of 3 m between the posts. Dimensions of the concrete 
foundation are 1 m width, 1 m height, and 10 m length. The steel posts and braces were 
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anchored to the concrete foundation using base plates and bolts, and details and material 
properties for each component are listed in Table 1. A total of seven wire ropes (φ18) were 
placed at 300 mm intervals, and the diamond-shaped wire mesh was placed in front of the 
ropes to effectively capture the falling rocks. 
 
Figure 3 shows an overall view of specimen and a close-up view of each component. One 
end of the wire rope was fixed to the end post using a socket-type rope end fitting. The 
other end was connected to the load cell through rope end fitting and turnbuckle, and was 
connected to the end post by using a jaw bolt and an eyebolt as shown in Figure 3(b), in 
which the load cell was used to measure the tensile force applied to the rope. To keep the 
falling rocks from pushing out from the space between two adjacent wire ropes, the 
clearance-keeping strip was placed at each mid-span point and was jointed to the wire 
rope with the wire mesh using U-bolts as shown in Figure 3(c). Before impacting, the 
tension force of approximately 5 kN was introduced into each wire rope to restrain from 
deflecting due to self-weight of the rope.  
 
The impact loading test was carried out by lifting a steel weight suspended by a truck 
crane to a predetermined height and by subsequently releasing it as to collide with the 
center of the fence specimen through a pendulum motion as illustrated in Figure 4. 
Geometry and dimensions of the steel weight used in this test are shown in Figure 5. Mass 
of the weight was 1,181 kg and the impacted point was located at 1.4 m above the top 
surface of the concrete foundation. Measuring items were the time histories of the impact  
 

 

Figure 4. Setup for impact loading test.                   Figure 5. Steel weight. 

 
Member Dimensions Yield stress 

fy (MPa) 
Tensile stress 
fu (MPa) 

End post H175×175×7.5×11 320 435 

Intermediate post H200×100×5.5×8 374 479 

Brace [100×50×5×7.5 345 465 

Clearance-keeping strip PL-4.5×65 341 466 

Rope end fitting 25φ×500 351 541 

Wire rope 18φ (3×7 G/O) 118#1 202#2 

Diamond-shaped wire mesh 3.2φ×50×50 - 429 

Anchor bolt D25(M24)×390 - - 

Note: #1 Yield load (kN), #2Breaking load (kN) 

Table 1. Details of components for specimen. 
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Figure 6. FE model. 

force, the horizontal displacement of the weight, the tension forces applied to the wire 
ropes, and axial strains of the web of the intermediate post. 
 
The input energy was determined as 52 kJ based on the design specifications [1] and then 
the drop height (H2) of the weight was set to be 4.5 m. The actual collision velocity of the 
weight was estimated as 9.07 m/s by conducting image analysis of the photographs 
obtained from a 2,000 fps high speed camera and corresponding measured input energy 
was 49 kJ, which is approximately 94% of the absorbing energy for design. 

3 NUMERICAL ANALYSIS 

3.1 FE Model 

Figure 6 shows the FE model used in this numerical analysis. In this study, 8-node solid 
elements were used to discretize the H-shaped steel posts, the braces, the clearance-keeping 
strips, and the steel weight. The wire ropes were also discretized by using 8-node solid 
element for the interaction between the wire rope and the weight as to be adequately 
evaluated. The wire mesh was not discretized in this study because the steel weight impacted 
directly the clearance-keeping strip and the influence of the mesh on the impact-resistance 
behavior of the fence may not be much. The L-shaped angles were placed at the bottom edge 
of the not impacted-side of the concrete foundation on the top surface of the base foundation 
following to the experimental conditions. 
 
The boundary conditions for the FE model were defined as follows: the bottom surface of the 
base foundation was fully fixed whereas the normal components of displacement on the side 
surfaces were restrained and the upper end of the rope for hanging the steel weight was 
pinned. Contact surface model was applied to consider the interaction between the weight 
and the impacted clearance-keeping strip and between the weight and the wire ropes. The 
friction coefficient between the contact surfaces was assumed to be 0.4 based on the  
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   (a) Steel member                            (b) Wire rope  

 
         (c) Concrete 

Figure 7. Stress-strain relationships of members. 

 
preliminary analysis results and referring to the research report [4]. The penalty method was 
employed to better evaluate the contact surface. The mass damping, gravity, and the 
introduced tension force into the wire rope were not taken into account in this numerical 
analysis. The impact force was applied by inputting the initial velocity of 9.07 m/s for the whole 
elements of the steel weight according to the experiment. 

3.2 Constitutive Model 

Figure 7 shows the constitutive models for the steel members and the concrete used in this 
study. Figure 7(a) shows the stress-strain relationship used for the steel members; the posts, 
the braces, and the clearance-keeping strips. The relationship was modeled by using a tri-
linear isotropic hardening model with the von Mises yield criterion, in which the plastic 
hardening modulus H′ was assumed to be 1% of the elastic modulus Es. Material properties 
of each steel member obtained from the mill test certificate, are listed in Table 1. Figure 7(b) 
shows the stress-strain relationship for the wire ropes by using a tri-linear model in which each 
stress was obtained from the static tensile loading test. Figure 7(c) shows the stress-strain 
relationship for the concrete foundation by using a bilinear model in the compression region. 
It is assumed for the concrete that: 1) the yield stress is equal to the compressive strength fc' 
and 2) yielding causes at 0.15% strain and is evaluated based on the Drucker-Prager’s yield 
criterion. The compressive strength fc' was 28 MPa from the material test results. The tensile 
strength was set to be 1/10 of the compressive strength. The U bolts, the suspension rope, 
the steel weight, and the anchor bolts were assumed to be elastic body, and these Young’s 
modulus and Poisson’s ratio were assumed as E = 200 GPa and  ν = 0.3, respectively. Density 
of the steel weight was estimated by dividing the measured mass by the volume from the FE 
model. 
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(a) Impact force                                 (b) Relative horizontal displacement of 

weight 

 
(c) Applied force to wire rope                           (d) Roration angle of foundation  

Figure 8. Time histories of responses. 

4 EXPERIMENTAL AND NUMERICAL RESULTS AND DISCUSSION 

4.1 Time Histories of Responses 

Figure 8 shows comparisons of the time histories of the impact force, the relative horizontal 
displacement of the steel weight, the tensile forces applied to the wire ropes near the loading 
point, and the rotation angle of concrete foundation between numerical and experimental 
results. The relative horizontal displacement obtained from the experimental results was 
evaluated through the image analysis due to tracking a target marker attached to the side 
surface of the weight and excluding the rotation component of the concrete foundation. In 
these figures, an origin of the abscissa was taken as the time when the weight impacts the 
fence. 
 
From the impact force time histories shown in Figure 8(a), it is observed that the maximum 
amplitude obtained from the numerical results was slightly larger than that obtained from the 
experimental results, however the duration was in good agreement with the experimental 
results. Focusing on the relative horizontal displacement of the weight shown in Figure 8(b), 
the numerical results is better corresponded to the experimental results from the beginning of 
impact up to approximately t = 50 ms. However, afterwards, difference is gradually increased 
with passing of time. 
 
From Figure 8(c), the numerical distribution configuration of the time history and duration of 
the tension force applied to the wire rope is corresponded well to that of the experimental 
results. In addition, since the tension force applied to the rope at the maximum impact force 
occurred was close to the yield load (118 kN), the rope might have yielded. From Figure 8(d), 
it is seen that even though the concrete foundation lost the stability if following the current 
design specifications, the foundation is actually and perfectly restored. It is also observed that 
the distribution configuration characteristics of the numerical rotation angle had similar to 
those of the experimental results. However, the maximum rotation angle was overestimated 
compared to the experimental results. 
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Figure 9. Temporal axial strain distribution of impacted-side fiber of flange of intermediate 
post. 

 

(a) End post                                                                (b) Intermediate post 

Figure 10. Comparisons of deformation of post near base plate after experiment with  
numerical analysis results. 

4.2 Axial Strain Distribution 

Figure 9 shows the temporal axial strain distributions at the impacted-side fiber of the flange 
of the intermediate post. The fiber strain was estimated by using measured two strains at the 
web based on the plane conservation concept for the cross section of the post. From this 
figure, it is observed that the numerical results are in good agreement with the experimental 
results for all time steps considered in this study. Since the axial strain of post near the base 
plate always distributed below 0.05%, the post near the base plate may be kept under the 
elastic state due to the strengthening effect of the rib plates.  

4.3 Comparisons of Deformation near Bottom End of Post between Experimental 
and Numerical Analysis results 

Figure 10 shows comparisons of the deformation near the bottom end of the post after impact 
loading between the experimental and numerical analysis results. From Figure 10(a), both 
experimental and numerical results exhibit that the end post was almost perfectly restored 
under the state before impact loading. 
 
In the case of the intermediate post shown in Figure 10(b), it is observed that the local buckling 
clearly occurred at the post above the rib plates similarly to both experimental and numerical 
results. Therefore, the local buckling behavior of the post near the bottom end can be 
effectively simulated by using the proposed numerical analysis method. 
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5 CONCLUSIONS 

1. The time histories of the impact force and tensile forces acting to the wire ropes, which 
may be key parameters for design procedure, can be more accurately predicted by 
using the proposed analysis method; and  

2. The axial strain distribution of the intermediate post and the local buckling behavior of 
the steel post near the bottom end can also be effectively evaluated by using the 
method. 
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Abstract. The demonstrated potential of energy absorption and impact resistance of triply
periodic minimal surface (TPMS)-based lattice structures is the motivation of this project.
The goal of the project is to develop an efficient framework for finding optimal designs of
TPMS-based sandwich structures for blast protection. Optimal grading of the TPMS-based
lattice structures is performed by numerical multi-fidelity experiments using Abaqus/Explicit
and machine learning supported surrogate models. First, compactly supported radial basis
function networks are trained for the low-fidelity data, and then ensembles of surrogate mod-
els are generated by minimizing the cross-validation error of the high-fidelity data obtained
from the Abaqus/Explicit simulations. The optimization is then performed using these opti-
mal ensembles of surrogate models. The blast pressure on the structure is applied using the
empirical ConWep model which is implemented in Abaqus/Explicit. During the development
of the framework 316L stainless steel is chosen as material for the sandwich structure, which is
modelled using J2-plasticity with isotropic Johnson-Cook hardening. The constitutive Johnson-
Cook parameters for the hardening are determined using the method of least squares applied
to the Cauchy stress and the logarithmic strain. Additionally, a continuum damage model is
activated when the logarithmic failure strain is reached. While strain rate and temperature
dependencies will be included in future versions of the framework. Furthermore, the lattice
structure is modelled using either shell elements with representative thicknesses, or solid el-
ements with representative constitutive properties obtained from numerical homogenization.
Finally, the optimal result is mapped back to the implicit surface geometry, which in turn is
converted to a printable STL-file. The workflow of the framework and optimal designs will be
presented at the conference.

1 INTRODUCTION

TPMS-based sandwich structures have emerged as a promising solution for lightweight, high-
strength applications due to their superior mechanical properties, including high stiffness-to-
weight ratio, energy absorption capabilities, and manufacturability using advanced additive
manufacturing techniques. These properties make them particularly well-suited for applications
where blast resistance is a critical design consideration, such as military armor, aerospace
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structures, and protective enclosures. However, the complex geometry of TPMS structures
presents challenges in optimizing their performance under extreme loading conditions, including
blast impacts [1, 2, 3, 4, 5].

To address these challenges, this study focuses on developing a design optimization frame-
work tailored specifically for TPMS-based sandwich structures subjected to blast loading. The
proposed multi-objective optimization framework integrates advanced finite element analysis
(FEA), and multifidelity-based surrogate modeling using an ensemble of surrogates to efficiently
explore the design space. By leveraging high- and low-fidelity FEA simulations alongside com-
putationally efficient surrogate models, the framework enables a balance between accuracy and
computational cost while optimizing blast resistance and structural efficiency. By systemati-
cally exploring different TPMS geometries, material distributions, and design parameters, the
framework aims to provide an effective methodology for improving the protective performance
of these advanced structures. The insights gained from this research contribute to the broader
field of surrogate model-based design optimization and impact-resistant design, paving the way
for innovative applications in defense, aerospace, and civil infrastructure.

Figure 1: The sandwich structure with Schwarz-D lattice core and the finite element model.

2 FINITE ELEMENT ANALYSIS

In the development of the framework, we will start by optimizing a sandwich structure with
a core of Schwarz-D lattice structures subjected to blast conditions. The Schwarz-D lattice
structures is defined by the following implicit surface:

f = sin(ωx) sin(ωy) sin(ωz) + sin(ωx) cos(ωy)cos(ωz)+
cos(ωx) sin(ωy) cos(ωz) + cos(ωx) cos(ωy) sin(ωz),

(1)

where x, y, z are coordinates and ω is controlling the size of the period of the lattice. By letting
g = min(f + κ,−f + κ), the shell-based lattice structures is obtained, where g > 0 represents
the interior of the structure, g < 0 is the outside and g = 0 gives the boundary of the lattice
structure. In this work, we will find an optimal distribution κ = κ(x, y, z) for the core of lattice
structure as well as optimal thicknesses of the upper and lower sheets of the sandwich structure

2
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by adopting surrogate model-based design optimization. Previously, we have studied topology
optimization of Schwarz-D and other TPMS-based lattice structures [6, 7, 8].

A schematic illustration of the sandwich structure is presented in Figure 1. The figure also
depicts the finite element model of the sandwich structure with the boundary conditions of
the blast. Two rigid holders are clamping the sandwich structure, and the upper sheet of the
sandwich structure is subjected to the blast load which is applied at a reference point (RP-3 in
the figure).

Explicit FEA of the blast is performed using Abaqus/Explicit. The Schwarz-D core is
modelled using triangular shell elements at the mid-surface of the lattice defined by f = 0 in
(1) and square shell elements are used for the upper and lower sheets of the sandwich structure.
The core and sheets are connected using tied constraints. Tied constraints are also utilized to
represent the clamping between the rigid holders and the sandwich structure. The self contact
conditions in the structures are in turn treated by using the general contact conditions with
friction implemented in Abaqus/Explicit.

Figure 2: Illustration of the pressure peak as function of time and distance for the ConWep model implemented
in Abaqus/Explicit.

The blast is modelled using the ConWep model that is implemented in Abaqus/Explicit.
The ConWep model is an established empirical model developed by the U.S. Army and it
predicts blast effects from conventional explosive detonations in free air [9]. The corresponding
detonation pressure is applied on the exposed surface as a time history event depending on the
amount of TNT, and the distance between the detonation center and the exposed surface. An
illustration of the pressure peak as function of time from the ConWep model is illustrated in
Figure 2, where the same amount of TNT is acting on surfaces with different distance from the
center point of detonation.

The material of the sandwich structure is 3D-printed 316L stainless steel and this is modelled
using J2-plasticity with isotropic Johnson-Cook hardening. In addition, a simple setting of the
Johnson-Cook damage model is adopted to represent ductile failure of the material. The gov-

3
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erning equations of these models are presented below as well as the corresponding constitutive
parameters.

Figure 3: The nominal stress versus the engineering strain.

The yield surface of the material is given by

f(σij, ǭ
p

eff) = J2(σij)− σy(ǭ
p

eff), (2)

where J2 = J2(σij) is the second invariant of the Cauchy stress σij ,

ǭpeff = ǭpeff(t) =

∫ t

0

ǫ̇peff dt (3)

is the total accumulated effective plastic strain at time t, and

σy = σy(ǭ
p

eff) = A+B(ǭpeff)
n, (4)

where A, B and n are material parameters, see Table 1. Both strain rate and temperature
dependency can be included in (4), but that is ignored in this study. In addition, we utilize a
simple setting of the Johnson-Cook damage model, where damage evolution is initiated when
ǭpeff reaches a critical value d1, implying that all other parameters in the Johnson-Cook damage
model are set to zero. After damage initiation, the material stiffness is degraded progressively
with a simple linear law depending on the characteristic length of the elements used in the
finite element model.

Table 1: Johnson-Cook parameters.

A B n d1
This work. 326 951 0.5664 0.3365
Ref. [10] 312 1114 0.6 -

4
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The following consistent unites are used: ton, s and mm. The density is 7.8e-9, Young’s
modulus is 2.1e5 and Poisson’s ratio is 0.3. The parameters for the Johnson-Cook isotropic
hardening and damage laws are given in Table 1, and the hardening parameters are obtained by
the method of least squares applied to Cauchy stress and logaritmic strain data. The parameters
are in close resemble with the parameters derived in [10], where the split Hopkinson bar test
was performed and evaluated. These parameters are also given in Table 1. In Figure 3 the
stress-strain curve for this setting of the material parameters are plotted for a simulated tensile
test in Abaqus/Explicit. The result is in good agrement with experimental data for the nominal
stress P = σ11/(1 + ǫ11) and engineering strain e = exp(ǫ11)− 1.

3 DESIGN OPTIMIZATION

For a given blast we would like to minimize the mass m of the sandwich structure that also
minimize the maximum displacement dmax of the lower sheet of the sandwich structure. This
is done by finding optimal thickness of the two outer sheets and optimal grading of the lattice
core. In the finite element model the grading is treated by setting corresponding thicknesses
of the shell elements using 13 sets of elements according to the colored element sets depicted
in the finite element model in Figure 1. Four design variables x = {x1, x2, x3, x4} are used to
define the thicknesses of the shell elements which are bounded by a lower limit of 1 mm and
an upper limit of 4 mm. By first setting up 165 high-fidelity computer experiments using the
finite element analysis procedure presented in the previous section, surrogate models for the
mass m = m(x) and the maximum displacement dmax = dmax(x) are established. Secondly,
multi-fidelity computer experiments are performed and the corresponding surrogate models and
the trade-off curve are generated.

By using the surrogate models, the following multi-objective optimization problem is formu-
lated:







min
x

{m(x), dmax(x)}

s.t.

{

1 ≤ xi ≤ 4, i = 1, . . . , 3,
0 ≤ x4 ≤ 1.

(5)

A trade-off curve for this problem is generated by solving















min
x

dmax(x)

s.t.







m(x) ≤ m̂,
1 ≤ xi ≤ 4, i = 1, . . . , 3,
0 ≤ x4 ≤ 1

(6)

for a range a values on m̂ between the utopian solutions.
The thickness of the lower sheet is defined by x1, the thickness of the upper sheet is defined

by x3, and the thickness at the center of the core is given by x2. Two interpolations, t̂(z) and
t̃(z), of these three thickness variables are established according to the two first equations in (7).
A thickness distribution t(z) is then defined as convex combination by using x4 as presented in
the final equation of (7).

t̂(z) = α̂1 + α̂2z + α̂3z
2,

t̃(z) = α̃1 + α̃2z + α̃3z
16,

t(z) = x4min(max(t̂(z), 1), 4) + (1− x4)min(max(t̃(z), 1), 4).

(7)
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Figure 4: Illustration of space optimal DoEs and the corresponding thickness distributions t(z).

By using (7) design of experiments of thickness distribution t(z) are set up and for each distri-
bution the corresponding blast simulation is performed. In the beginning of the development,
a space optimal DoE of 165 data points is utilized. This is illustrated for 15 data points in
Figure 4, where the space optimal DoE for x1, x2 and x3 is plotted to the left in the figure and
the corresponding thickness distributions t(z) are plotted to the right in the figure.

A multifidelity-based surrogate model framework implemented in our toolbox MetaBox is
adopted to establish m(x) and dmax(x) in (5) for the DoE discussed above as well as multi-
fidelity data presented in the next section. The computational time for a highfidelity (HF)
non-linear finite element model is typically several hours or even days. Therefore, computer
experiments using HF models only when establishing a surrogate model might be too time
consuming. However, the trend of a finite element model response might be captured using
lowfidelity (LF) finite element models using e.g. coarser meshes or simplified material models.

By combining LF and HF computer experiments, multifidelity (MF) based surrogate models
can be developed within acceptable time, which both capture the trends of the responses and
are sufficient accurate. Below, a hybrid MF surrogate model approach is presented that is built
using LF and HF computer experiments. The approach follows the ideas presented in [11].

Let x̂LF = {x̂LF,1, . . . , x̂LF,N} and f̂LF = {f̂LF,1, . . . , f̂LF,N} denote the N sampling points

and the responses of a LF model, respectively, and x̂HF = {x̂HF,1, . . . , x̂HF,M} and f̂HF =

{f̂HF,1, . . . , f̂HF,M} be the M sampling points and responses of the corresponding HF model.
An additive MF surrogate model fa

MF = fa
MF(x) of this sampling data can be formulated as

fa
MF(x) = fLF(x) + f∆(x), (8)

where fLF = fLF(x) is a surrogate model of x̂LF and f̂LF, respectively, and f∆ = f∆(x) is a
surrogate model of the differences of the HF computer experiments f̂HF and the LF surrogate
model fLF at x̂HF, i.e.

f̂∆ = {f̂HF,1 − fLF(x̂HF,1), . . . , f̂HF,M − fLF(x̂HF,M)}. (9)

Instead of applying an additive approach as presented above in (8), one can instead adopt a
multiplicative scaling approach such that the MF surrogate model is formulated as

fm
MF = fm

MF(x) = β∆(x)fLF(x), (10)
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Figure 5: Tradeoff curve and corresponding thickness distributions.

where β∆ = β∆(x) is a surrogate model that scales the LF model in order to fit fm
MF to f̂HF at

x̂HF. Thus, β∆ is trained for

β̂∆ = {
f̂HF,1

fLF(x̂HF,1)
, . . . ,

f̂HF,M

fLF(x̂HF,M)
}. (11)

In this work, the lowfidelity based surrogate model is a RBFN with Wendland’s compactly
supported radial basis functions. An investigation of different settings of RBFN can be found
in [12]. The highfidelity surrogate models fa

MF and fm
MF are instead established using optimal

ensembles of surrogate models following the approach presented by Strömberg [13].
The hybrid surrogate model of the two multifidelity surrogate models, fa

MF and fm
MF, pre-

sented above in (8) and (10) is formulated as

fMF = αfa
MF + (1− α)fm

MF, (12)

where 0 ≤ α ≤ 1.
A most recent work on design optimization using the same developed multifidelity surrogate

modeling approach is presented in [14].

4 PRELIMINARY RESULTS

First 165 high-fidelity computer experiments are executed using Abaqus/Explicit as outlined
in Section 1 on 6 cores of AMD Ryzen Threadripper PRO 7945WX. The total CPU time is
30 hours. Surrogate models are trained for this data without any additional low-fidelity data,
and a trade-off curve for the multi-objective problem in (5) is generated by solving (6). The
result is presented to the left in Figure 5. To the right in this figure the corresponding optimal
thickness distributions are plotted. The trade-off curve is also validated by performing FEA
for the optimal thickness distributions, and the validated result is in close agreement with the
result obtained by using the surrogate models. This is also depicted in the left plot of Figure 5.
A stress-displacement plot of the FEA result for the 15 kg optimal solution is presented and
compared to the utopian solution of 6.93 kg in Figure 6.
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Figure 6: FEA results: the utopian solution 6.93 kg and the optimal solution 15 kg.

Secondly, 30 high-fidelity computer experiments as well as 165 low-fidelity computer experi-
ments are generated. The low-fidelity model is simply obtained by selective mass-scaling of the
high-fidelity model such that a speed-up factor of 5.5 is obtained (remember that the smallest
element defines the critical time step). In total, the total CPU time of all 195 simulations is
10 hours compared to 30 hours for the 165 high-fidelity computer experiments used previously.
The multi-fidelity surrogate model approach presented in the previous section is utilized to set
up the multi-objective optimization problem in (5). The multi-fidelity trade-off is again gener-
ated by solving (6), and it is plotted to the left in Figure 7. The curve is compared in the same
plot to the trade-off generated previously in Figure 5 and it is very similar. The corresponding
multi-fidelity thickness distributions are plotted to the right in Figure 7. These are also similar
to the previous distributions, although slight differences are appearing.

5 CONCLUDING REMARKS

In this paper a design optimization framework for blast of sandwich structures of cores with
TPMS-based lattice structures is developed and presented. The framework is demonstrated
for blast of a test rig example of a clamped square sandwich structure. A trade-off between
maximum displacement and weight is generated by establishing optimal thickness distribution
of the core of TPMS-based lattice as well as optimal thickness of the outer sheets of the sand-
wich structure using a multi-fidelity surrogate model approach. In a near future, the presented
design optimization framework will be further developed by including strain rate and temper-
ature dependency in the Johnson-Cook material model, and include additional objectives in
the multiobjective optimization problem in (5). In addition, the multi-fidelity surrogate model
approach will be further investigated and developed.
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Figure 7: Tradeoff curve and corresponding thickness distributions for the multi-fidelity approach.
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Abstract 

Norway's hilly landscape facilitates the extensive use of mountains for establishing 
shelters and other facilities requiring robust protection against military threats. A crucial 
aspect of ensuring the adequate design of these facilities is a deeper understanding of the 
rock's material properties under relevant load scenarios. The mountains in Norway 
comprise various rock types with differing properties. Typically, rocks exhibit high 
compressive strength and brittle fracture mechanisms, somewhat akin to the behavior of 
concrete. To ensure accurate material calibration, a variety of validation cases is needed, 
covering variations in strain rate, pressure, and more. In this study, we aim to supplement 
the existing validation cases for granite by designing an experimental setup to test granite 
slabs exposed to contact charge loading. Here, we focus on the preliminary numerical 
study of the experimental setup. To model the granite slabs, we use a relatively simple 
concrete model known as the modified Holmquist-Johnson-Cook model (MHJC). 
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1 INTRODUCTION 

The study of rock materials for protective purposes has a long history, driven both by civil 
and military needs [1, 2]. With the advancements in precision-guided weapons and the 
current geopolitical situation, shelters and other facilities requiring robust protection 
against military threats are of high importance. The ability of earth-penetrating weapons 
to reach deeply buried targets has increased, posing new challenges for defense 
engineers. To provide robust guidelines for the development of new facilities and the 
maintenance of existing facilities, there is a need for greater understanding of the 
protective capabilities of rock materials. Modern computational tools like the finite element 
method provide a powerful foundation for the investigation of these types of problems. 

An important detail to consider when working with rock materials and its mechanical 
behavior is the large variety of rock types and their different properties, such as varying 
stiffness and initial defects. Rock materials with high stiffness will exhibit different ground 
shock characteristics compared to those with a lower stiffness [9]. In this study, we focus 
on the high stiffness rock material granite. Several dynamic constitutive models for rock- 
and concrete-like materials have been developed over the years, including the Riedel‒
Hiermaier‒Thoma (RHT) [3, 4], the Karagozian‒Case Concrete (K&C) [5, 6], the 
Holmquist‒Johnson‒Cook (HJC) [7] and the modified Holmquist-Johnson-Cook model 
(MHJC) [8] model. These models have been widely used in research and showed promise 
for a wide range of applications. However, the research applications tend to be focused 
on one loading phenomenon at a time, making the material calibrations biased to the 
specific loading case.  

Seah [1] conducted a comprehensive series of material and component tests on granite 
with a focus on ballistic resistance. In this study, we aim to supplement the existing 
validation cases for granite by designing an experimental rig to test granite slabs exposed 
to contact charge loading. Here, we focus on the preliminary numerical study used to 
design the experimental rig. To model the granite slabs, we use the relatively simple MHJC 
concrete model [8]. 

2 EXPERIMENTAL RIG 

To supplement the existing validation cases for granite we developed an experimental rig 
for contact charge loadings on slabs. Our aim is to establish an experimental facility that 
facilitates easy and reliable data extraction that is suitable for numerical modeling. The 
rig was developed in an iterative numerical process using the Impetus Afea Solver [10], 
where the structural response of the rig was monitored rigorously to ensure a robust 
setup without plastic deformations for the expected range of applications. Representative 
numerical concrete and rock slabs of varying strength were used to assess the expected 
loadings experienced by the experimental rig for multiple explosive contact charges.  
 
An overview of the experimental rig is presented in Figure 1. The rig consists of a 
welded table structure of square hollow section (SHS) 150×10 mm steel profiles with a 
1500×1500×40 mm steel top plate. Figure 2 presents photos of the welded table 
structure, with the dimensions shown in Figure 3. The top plate has a 646 mm diameter 
hole opening in the center to facilitate filming with high-speed cameras for digital image 
correlation (DIC) applications. Mounting holes are placed around the plate opening to 
facilitate mounting of the test specimen. To ensure sufficient stiffness during loading, 
stiffeners were added underneath the steel plate, see Figure 4. A steel frame for the test 
specimen, presented in Figure 5, is bolted to the top plate using eight M24 bolts and is 
used to hold the test specimen and provide stable contact to four HBM C10/250 kN load 
cells, see Figure 6, mounted to the plate. The rig is bolted to the ground to minimize 
movement during testing. 
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Figure 1. Overview of the experimental rig (a) and a zoomed illustration of the top frame 
with the mounted test object (b).  

 

 
 

Figure 2. Photo of the welded table structure from the side (a) and top (b). The four small 
circles are threaded holes for mounting of the load cells. 

 

 
 

Figure 3. Dimensions of the welded table structure presented in Figure 2.
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Figure 4. Photo (a) and numerical model (b) seen from possible high-speed camera angle. 

 

 

 
 

Figure 5. Dimensions (a) and an image (b) of the test specimen frame. 

 
 

 
 

Figure 6. HBM C10/250 kN load cell with a diameter of 154 mm and a thickness of 47.5 mm 
used between test specimen frame and top plate. 
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3 NUMERICAL VALIDATION AND DISCUSSION 

The experimental rig was modeled using the Impetus Afea Solver. All the steel components 
in the rig were modeled using the Hershey high-exponent yield function combined with an 
associated flow rule and isotropic hardening [11]. The material parameters for the steel 
components were adopted from Gruben et al. [12]. Welded joints present in the welded steel 
table structure were modeled in a simplified manner by merging adjacent nodes of the 
different components. To model the load cells, we used the same steel material as for the 
other components and added a sensor that monitors the contact force experienced by the 
cell. The test specimen steel frame was placed on top of the load cells and fastened to the 
welded steel table structure using simplified steel bolts. 
 
To model the representative slabs for the experimental rig, we use the MHJC material model 
with a similar strategy for the determination of the parameters as presented by Rudshaug et 
al. [13]. The MHJC material model is implemented using the user material interface of the 
Impetus Afea Solver. In short, the MHJC model divides the stress tensor into deviatoric and 
hydrostatic parts, each with its own yield surface and damage evolution. The damage 
evolution of both parts is combined into a total damage measure. In addition, the deviatoric 
yield surface is dependent on the total damage, linking the two parts indirectly. The model 
requires a total of 20 input parameters. Table 1 presents an overview of the 18 parameters 
we fix or couple to the compressive strength, 𝒇𝒄, in the simulations performed in this study. 
We apply element erosion in all simulations. To minimize the effects of the element erosion, 
we only erode elements when the volume of an integration point becomes negative or grows 
by a factor of five. At this point, we consider the concrete material to be dust. 
 
The explosive in contact with the slab is modeled as a 100 g cylindrical C4 charge placed at 
the center of the slab. We use a 2 mm grid cell size in the CFD domain. The radius of the 
explosive is set equal to the explosive height with a value of ~27 mm, resulting in ~13.5 CFD 
grid cells over the C4 radius. We exploit the symmetry of the experimental rig and use a 
quarter model with symmetric boundary conditions. The slab is uniformly meshed with an 
element size of 2 mm. Figure 7 presents the resulting predictions of the load cell force 
histories for the three compressive strengths. We note that the maximum force spans from 
~25 kN to ~31 kN from the lowest to the highest compressive strength, well within the 
capacity of the load cells. Furthermore, the force histories demonstrate how the vibrations 
increase for increasing compressive strength. Figure 8 compiles the predicted crack 
patterns for the different compressive strengths. We note the increasing number of cracks 
for decreasing compressive strength, implying more energy dissipation for the weaker 
compressive strength. 
 
 
 
 
 
 
 
 
 
 
 
 
 

220



 

 
Table 1. Overview of the 18 material parameters used in the study, excluding the density, 𝛒, 
and compressive strength, 𝒇𝒄. The presented parameters are either given a fixed value or 
determined based on the stated relation. The reader is referred to [8] for details on the 
MHJC model. 

Deviatoric response 

Parameter Description Unit Value 

𝑬 Young’s modulus [MPa] 33500 (
𝜌

ρ𝑟𝑒𝑓
)

2

(
𝒇𝒄

𝒇𝒄𝑟𝑒𝑓

)

1/3

 [14] 

𝝂 Poisson ratio [-] 0.2 [15] 

𝑩 Pressure hardening coefficient [-] 2.0 

𝒏 Pressure hardening exponent [-] 0.8 

𝑪 Strain rate sensitivity exponent [-] 0.04 [15] 

𝛆�̇� Reference strain rate [1/s] 10−5 [15] 

𝑺𝒎𝒂𝒙 
Maximum normalized deviatoric 
strength 

[-] 100 

(𝛆𝒇
𝒑

)
𝒎𝒊𝒏

 Minimum deviatoric plastic strain 
to failure 

[-] 0 

Hydrostatic response 

Parameter Description Unit Value/Equation 

𝑻 Maximum hydrostatic tension [MPa] 𝑓𝑐 (𝐵−
1
𝑛 −

1

3
) 

𝑷𝒄𝒓𝒖𝒔𝒉 Crushing pressure [MPa] 
𝑓𝑐

3
 

𝛍𝒄𝒓𝒖𝒔𝒉 Volumetric strain at crushing [-] 
𝑓𝑐(1 − 2ν)

2𝐺(1 + ν)
 

𝑷𝒍𝒐𝒄𝒌 Locking pressure [MPa] 800 

𝛍𝒍𝒐𝒄𝒌 Volumetric strain at locking [-] 0.1 

𝑲𝟏 Locking bulk modulus, constant 1 [MPa] 85000 [7] 

𝑲𝟐 Locking bulk modulus, constant 2 [MPa] 0 

𝑲𝟑 Locking bulk modulus, constant 3 [MPa] 0 

Damage 

Parameter Description Unit Value 

𝛂 Deviatoric damage coefficient [-] 0.5 

𝛃 Deviatoric damage exponent [-] 1.0 
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Figure 7. Predicted load cell measurements for the three simulated concrete strengths, C30, 
C75, and C180. 

 

 
 
FIGURE 8. Damage patterns from the three simulated concrete strength, C30, C75, and 
C180. 
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4 SUMMARY 

We designed an experimental rig for contact charge loadings with a focus on consistent 
data retrieval that is easy to model numerically. Four load cells are used to monitor the 
reaction forces from the granite slab specimens during contact charge loading. An 
iterative, numerical design process was performed using the Impetus Afea Solver where 
the steel materials of the rig are modeled with a Hershey high-exponent yield function 
combined with an associated flow rule and isotropic hardening and the concrete and rock-like 
slabs are modeled with a modified version of the Holquist-Johnson-Cook (MHJC) model 
implemented as a user material. Three simulations with concrete slabs of compressive 
strengths C30, C75, and C180 were performed to investigate the expected range of force 
levels experienced by the load cells for a 100 g C4 explosive charge. 
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Abstract 
Civilian or protective structures may during their lifetime be subjected to intense dynamic loads 
from explosions, ballistic impacts, fragment impacts or collisions. Under such extreme 
conditions, the resulting internal forces may differ substantially from those observed during 
static loading. In particular, large local shear forces can develop early, possibly leading to 
shear-type failures that differ from the more familiar failures of the flexural-shear type. These 
shear-dominated responses have been observed in tests with distributed air-blast loads, with 
abrupt failure near the supports, and during high-velocity impacts where local shear-plug 
failure at the impact zone occurred. Numerical simulations were carried out in two projects 
focusing on concentrated and distributed dynamic loads to investigate these local effects. The 
simulations with concentrated dynamic loads were modelled from previous drop-weight impact 
tests at KTH. Previous shock-tube tests were used to validate models subjected to distributed 
air-blast loads. Calibrated models for both load scenarios were then used to study higher 
loading intensities. Generally, the rate at which the impulse was applied had a major influence 
on the ultimate failure mode. The dominating shear-type failure transitioned closer to the load 
point for impact-loaded beams as the intensity of the load increased, and the shear-type failure 
moved closer to the support for the distributed air-blast load. The effect of the boundary 
conditions was also studied. The boundary conditions showed a low influence of the local 
failure mode for intense impact loads, while the influence was higher for air-blast loads. 
 

1 INTRODUCTION 

The design of impulse-loaded structural elements involves determining a configuration with a 
higher internal work capacity than the external work of the load. It is the energy absorption 
instead of the force capacity that is important. This design concept is reflected in the Swedish 
guidelines for impulse-loaded structures, FKR2011 [1], where reinforced concrete elements 
are configured to fail in a ductile flexural mode rather than in shear. This is done by limiting 
the flexural reinforcement to 0.5% and providing stirrups if the shear capacity is insufficient. 
The shear-type failures are avoided as their internal work capacity is significantly less than 
their flexural counterparts. While flexural damage involves the development of many cracks 
with large plastic deformation, shear-type failure involves opening one critical crack, which 
absorbs most of the energy before the structural element loses stability. 
 
Despite more than a century of research on static shear, predicting shear capacity can vary 
by a factor of two when employing standard design provisions. By comparison, flexural 
capacity is generally accurately estimated, often within 10% [2]. The difficulty in determining 
the shear strength increases for intense dynamic loads. Experimental and numerical studies 
have indicated early shear-type failures before significant deformation has developed. This is 
due to local shear span-to-depth ratios smaller than the geometrical ratio used for static shear 
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strength predictions, resulting in the need for new models that can predict this early shear 
strength. 
 
An example of the local effects of high-intensity concentrated forces is shown in Figure 1 (a). 
Local deformations are shown to be limited to a relatively short segment of the beam at early 
times (t₁). Such a scenario may develop during collisions, dynamic loads due to falling 
masses, ballistic attacks or contact detonations. During this initial phase, the beam’s inertia 
𝑖𝑏(𝑥, 𝑡) provides the resistance, and external support reactions 𝑅𝑅(𝑡) and 𝑅𝐿(𝑡) are negligible. 
For this deformation mode to occur, mainly high-frequency components must be dominating, 
indicating that this occurs for times much shorter than the fundamental period of the beam. 
If the impulse transfer to the beam is significant during the initial phase shown in Figure 1 (a), 
only a small portion of the beam shows high velocity. In experimental studies, this has resulted 
in a unique shear-type failure for impact-loaded beams [4], denoted shear-plug failure. Shear-
plug failure is characterized by diagonal cracks adjacent to the impact zones with inclinations 
of about 45 degrees. Figure 1 (b) shows how this differs from the typical static flexural-shear 
failure, which is inclined and initiates from vertical cracks. Previous experimental studies have 
indicated that the impact velocity is one of the governing factors increasing the risk for shear-
plug failure, and at least 4 m/s is required for it to occur [3, 4, 5]. 
 

 
(a) 

 
 

 
 
 

(b) 

Figure 1. (a) Forces acting on the beam at t1 shortly after impact and (b) the dominating shear-
type failures; shear-plug and flexural-shear. 
 
Similar local effects may occur for intense air-blast loads. Early deformation is governed by 
high-frequency components, as was shown in an analytical study by Magnusson et al. [6], at 
times much shorter than the fundamental period. This results in local deformation at the 
support over a small segment with length 𝛼𝑡 as shown by Figure 2 (a), and the middle section 
moves like a rigid body without curvature. This early deformation was in experiments [7] and 
numerical studies [8] shown to possibly result in shear-type failure at the support, which in the 
literature is referred to as direct shear failure. The failure is initiated by crushing of a steep 
compressive strut at the support, shown by the damage from simulations [8] in Figure 2 (b). 
Magnusson [8] discussed that the early impulse density is important, as this leads to the large 
early velocity of the beam, resulting in direct shear-type failure. Simulations [8, 9] have 
indicated that scaled distances below 1.0 m/kg1/3 are required for sufficient early impulse 
development to provoke direct shear-type failures. 
 
Simulations of high-intensity concentrated and distributed dynamic forces were conducted in 
two projects at KTH during 2024. Simulations by Ceberg and Holm [10] were based on the 
drop-weight set-up presented in Figure 3 (a). A 70 kg mass was released from a height of  
2.4 m onto reinforced concrete beams. A high-speed camera, load cells and accelerometers 
were used to monitor the response. The drop height resulted in measured impact velocities of 
approximately 6.3 m/s. Kolmodin and Kubiak [9] did simulations based on the shock-tube tests 
presented in Figure 3 (b). An explosive charge consisting of 2.5 kg explosives detonated 
10 m from the face of the wall. This resulted in a peak reflected overpressure of about  
1250 kPa with an impulse density of about 6.4 kPa s. In both test series, shear-type failure 
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was dominating. A calibrated model was first developed for each project. This model was then 
used for parameter studies where load intensity and boundary conditions were varied. The 
results from these simulations are summarized in this paper. 
 

 
(a) 

 

 
 

(b) 

Figure 2. (a) Forces acting on a blast-loaded beam shortly after shock-wave arrival and (b) 
compressive damage in simulations, by Magnusson [8].  
 

 
(a) 

 

 
(b) 

Figure 3. Experimental set-up for: (a) drop-weight testing at KTH (redrawn from [10]) and (b) 
shock-tube tests (redrawn from [11]). 
 

2 NUMERICAL MODELS 

2.1 Calibration against experiments 

 
The calibrated model of the drop-weight tests by Ceberg and Holm [10] was simulated using 
the finite element analysis package Abaqus FEA [12]. The model was constructed in 2D using 
triangular linear plane stress elements with a 5.0 - 7.5 mm side length. The Concrete Damage 
Plasticity Model (CDPM) was used for the concrete. A bilinear tension softening law proposed 
by Grassl [13] was used for tension with fracture energy determined using the formulation in 
Model Code 2010 [14]. For compression, the non-linear formulation proposed by CEN [15] 
was used for the pre-peak response, and the post-peak response was determined using the 
regularization technique described by Červenka [16], where a crushing displacement is used 
and recalculated to strains. The reinforcement was modelled using an elastic-plastic model 
from measured stress-strain response applied to numerically integrated beam elements. The 
beam elements were on average 10 mm with a perfect bond to the concrete elements. Contact 
conditions were used for stress transfer between the beam, support, and load plate. For more 
information about the numerical model, see Ceberg and Holm's work [10]. 
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The calibration results against the experiment are shown in Figure 4 (a) – (b). The tensile 
damage is plotted with the post-test crack pattern in Figure 4 (a). The model captures the 
diagonal cracks adjacent to the load-point well. The main discrepancy at the load point is the 
larger amount of flexural cracks in the model, where the experiment showed one main vertical 
crack right under the load. This is an effect of the assumption of a perfect bond, significantly 
influencing the crack spacing. In Figure 4 (b), the left 𝑅𝐿 and right 𝑅𝑅 support reactions are 
plotted for the experiment and simulation. For the left support reaction, the curves converge 
until unloading at around 6 ms, where discrepancies occur. The shape and amplitude for the 
right support reaction converge, but they are shifted in time by about 2 ms. With these 
discrepancies in mind, the model was deemed sufficient for parameter studies of the effect of 
higher load intensities. 
 

 

 
 

 
(a) 

 

 
(b) 

Figure 4. (a) Damage after experiment compared to simulated tension damage at maximum 
displacement and (b) comparison between measured and simulated support reactions. 
 
The model of the blast-loaded beam simulated by Kolmodin and Kubiak [9] was based on the 
testing of beam B40-D4 using a shock tube, reported by Magnusson and Hallgren [11]. The 
finite element analysis package LS-Dyna [17] was used, and the model was created in 3D. 
Linear tetrahedral elements with an average side length of 10 mm were used for the concrete. 
Only half of the beam was modelled utilizing symmetry around the mid-point. A damage-
plasticity model for concrete (MAT_273, CDPM2) was also utilized here, assuming a bilinear 
softening law in tension with parameters as recommended by Grassl et al. [18]. The 
reinforcement was modelled using linear beam elements with one integration point and a 
plastic kinematic material model. The average length of the beam elements was 10 mm, and 
the stress-strain response was assumed to be bilinear. The bond-slip was considered by a 
slip function following the expression in Model Code 2010 [14]. Contact conditions for stress 
transfer to the support were utilized with a static and dynamic friction coefficient of 0.15. For 
more information about the model, see the work by Kolmodin and Kubiak [9]. 
 
Figure 5 (a) – (b) shows the model calibration results. The tensile damage is plotted at the 
time of maximum displacement, and it agrees well with the damage pattern of the 
experimentally tested beam. The critical shear occurs at the position and follows the shape of 
the crack in the experiment. The curves indicating the support reaction and mid-point 
displacement in Figure 5 (b) also show convergence between experimental and numerical 
results. The main discrepancy is the unloading of the support reaction, which differs slightly, 
but the general shape and amplitude of both the support reaction and mid-point displacement 
converge. This model was afterwards used in studies to determine the effect of higher intensity 
of the dynamic load. 
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(a) 
 

(b) 

Figure 5. (a) Damage after experiment compared to simulated tension damage at maximum 
displacement and (b) comparison between measured and simulated support reaction (solid 
lines) and mid-point displacement (dashed lines). 
 

2.2 Load intensity studies 

 
In order to study the effect of higher intensity of the dynamic concentrated force, 
experimentally measured impact forces were first parameterized. In Figure 6 (a), the solid 
black line shows an idealized curve based on an early triangular pulse, a following quasi-static 
phase with a rectangular shape and linear unloading. This curve was fit to three impact force 
curves from experiments denoted Beam 1 – 3. The idealized curve was determined by 
maintaining the impulse, as the dashed lines show.  In Figure 6 (b), this idealized impact force 
curve, denoted IR1 for impulse rate 1, was successively increased in intensity. This was done 
by applying the same impulse over a shorter duration. The load intensity for IR2 – IR3 was 
chosen to provoke local shear-type failure at the load-point. 
 
 

 
(a) 

 
(b) 

 
(c) Simply-supported 

 
(d) Fixed 

Figure 6. (a) Idealized impact force from measured forces in experiments, (b) loads with 
increasing intensity and (c) – (d) boundary conditions (solid lines indicate the force and dashed 
line the corresponding impulse). 
 
To study how the boundary conditions influence the local response, two support conditions 
were used for the study of concentrated dynamic forces, as shown in Figure 6 (c) – (d). The 
simply-supported conditions in Figure 6 (a) resemble those in the experiments conducted. The 
fixed conditions were modelled by extending the length of the beam and providing a second 
set of roller supports, as shown in Figure 6 (d). This second set of rollers provides rotation 
restraint at the support, resembling idealized fixed conditions. 
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A similar procedure was used for the study of intense distributed dynamic loads. The 
overpressure curve from a CFD simulation was idealized as a bilinear curve with the same 
peak overpressure in Figure 7 (a). The aim was to maintain the impulse density over time, as 
shown in the figure. The load intensity was then increased successively, as shown by IR2 - 
IR3 in Figure 7 (b). The total impulse density of the higher-intensity loads was maintained, but 
it was applied over a shorter time to provoke shear-type failures at the support. The study was 
conducted for two boundary configurations, as shown in Figure 7 (c) - (d). The simply-
supported boundary conditions were predicted to result in low rotation restraint at the rollers, 
and a stiff plate was used to limit the rotation at the support for the fixed configuration. To 
provoke shear-type failure on both support conditions, the simply-supported beam contained 
five flexural reinforcement bars compared to the four for the fixed beam. 
 

 
(a) 

 
(b) 

 
(c) Simply-supported 

 
(d) Fixed 

Figure 7. (a) Idealized impact force from measured forces in experiments, (b) loads with 
increasing intensity and (c) – (d) boundary conditions (solid lines indicate the force and dashed 
line the corresponding impulse). 
 

3 RESULTS FROM LOAD INTENSITY STUDIES 

3.1 Effect of intense concentrated loads 

 
Results for the study of intense concentrated dynamic forces are first shown. Figure 8 shows 
the tensile damage at the point of maximum displacement for simply-supported and fixed 
beams as the load intensity increases from IR1 to IR3. The deflected shape, indicated by the 
vertical displacement extracted at mid-height at 10 ms, is also presented. 
  
The simply-supported beams in Figure 8 (a) indicate that as the load intensity increases, 
inclined and diagonal cracks dominate over vertical flexural cracks at the load point. The 
flexural cracks for IR1 propagate over the mid-height, while they are below the mid-height for 
IR3. In the deflection curve, any severe discontinuities indicate significant shear damage. The 
position and shape of the dominating shear-type crack may be observed by extending lines 
from these severe discontinuities to the mid-height of the damage plot. For IR1, the dominating 
shear-type crack is located at approximately 460 mm from the left support. This crack initiates 
from a vertical crack, indicating a flexural-shear-type failure. For increased load intensities IR2 
and IR3, the dominating shear-type crack shifts towards the load point at about 310 mm from 
the left support. Here, the dominating shear crack occurs early and does not initiate from any 
vertical flexural crack, instead indicating a shear-plug crack. 
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(a) Simply-supported 

 
(b) Fixed 

Figure 8. (a) Tension damage and deflection curve for: (a) Simply-supported beams and (b) 
fixed beams. 
 
Figure 8 (b) shows the results for the fixed beam. For IR1, the damage surrounding the load-
point is highly asymmetrical due to the clamping supports. As the load intensity increases to 
IR2 and IR3, the damage surrounding the load point becomes more symmetrical and 
resembles the damage at the load point for each corresponding simply-supported beam. The 
deflected shapes for the fixed beams also show the same shape as the corresponding simply-
supported beam, although the maximum deflection is decreased due to the reduced support 
slope from the clamping moment. This indicates that the dominating damage occurs early and 
locally at the load point, and at this point, the supports are not activated due to dominating 
local deformation. This means the failure may be independent of the support conditions for 
high-intensity dynamic concentrated forces.  
 
To further study this reduced influence of the support conditions on the damage with 
increasing load intensity, the deflected shapes are compared at different points in time from 
0.1 – 1.5 ms after load application in Figure 9. This comparison is conducted for the highest 
load intensity IR3 on both boundary conditions. The development of deflection in time is shown 
to the left, and the normalized deflected shapes are shown to the right. The curves for both 
boundary conditions converge well for all points in time. This indicates a low influence of the 
support reaction early for very high load rates. 
 

 
Figure 9. Left: Vertical displacement along the mid-height. Right: Normalized vertical 
displacement (for IR3, SS=Simply-Supported and F=Fixed). 

231



 

The shear and moment distribution at early times (0.1 – 1.5 after load application) is shown in 
Figure 10 for the boundary conditions used. The results show similar shear and moment 
distributions for the boundary conditions. The main discrepancy is shown for IR1 in  
Figure 10 (a) and (c), where the simply-supported conditions show mainly positive moments 
at 1.5 ms. In contrast, the clamping conditions result in opposite sign moments at the supports. 
However, at earlier times with load IR1 and at all times with load IR3, the support conditions 
have a small influence on internal force distributions. 
 

 
(a) Simply-supported, IR1 

 
(b) Simply-supported, IR3 

 
(c) Fixed, IR1 

 
(d) Fixed, IR3 

Figure 10. (a) – (d) Shear and moment distribution over the length at times 0.1 – 1.5 ms after 
load application for beams with simply-supported and fixed boundary conditions. 
 
The maximum internal forces, load-point vertical deflection, and when they occur were 
extracted for the three load intensities and boundary conditions in Figure 11. With increasing 
load intensity, the shear force increases amplitude and occurs earlier. The maximum shear 
force occurs adjacent to the impact force position and follows the impact-force variation in 
time.  The maximum internal moment follows the same trend: increasing amplitude with an 
occurrence earlier in time with increasing load intensity. The maximum moment also follows 
the time variation of the impact load in time. The maximum load-point vertical displacements 
occur later than the internal forces. Compared to the internal forces, the maximum 
displacement is thus governed by the load's impulse, not its amplitude and time variation. 
 

 
Figure 11. Scatter plot of maximum shear force (left), moment (middle) and load-point 
displacement (right) and when they occurred in time. 
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3.2 Effect of intense distributed loads 

 
Similar analyses were conducted with distributed loads corresponding to air-blast loads. The 
deflection in Figure 12 presents the tensile damage for the simply-supported and fixed beams 
subjected to dynamic loading with varying intensity. The plots are extracted at the time 
determined as the point of failure, after which severe element distortion occurred. This is 6, 4 
and 2 ms after load application for IR1, IR2 and IR3, respectively. Dashed lines from 
discontinuities are also drawn to their intersection with the beam mid-height to indicate the 
dominating shear crack. 
 

 
(a) Simply-supported 

 
(b) Fixed 

Figure 12. (a) Tension damage and deflection curve for: (a) Simply-supported beams and (b) 
fixed beams. 
 
Results for the simply-supported beams are shown in Figure 12 (a). The position of the 
dominating shear crack is shifted towards the support as the load intensity increases. For IR1 
and IR2, the position was approximately 290 mm from the left support, and it was shifted to 
approximately 170 mm for IR3. The dominating cracks, indicated by the discontinuities in 
deflection curves, generally originate from flexural cracks. The beam with the highest load 
intensity does, however, indicate some damage adjacent to the support, which resembles the 
direct shear type. For the fixed beams in Figure 12 (b), the dominating shear-type crack is for 
IR1 closer to the mid-point than the corresponding simply-supported beam. However, as the 
load intensity increases, the dominating shear crack moves adjacent to the support. The 
dominating shear-type cracks adjacent to the support for IR2 and IR3 resemble the direct-
shear type crack. The results indicate a larger discrepancy between the support conditions, 
but for both conditions, the dominating cracks move closer to the support with increasing load 
intensity. 
 
The early deflection for times 0.1 – 1.5 ms is shown for both boundary conditions subjected to 
the highest load intensity IR3 in Figure 13. The amplitudes of the curves are generally similar 
for all points in time. The main discrepancy is at 1.5 ms, where the two boundary conditions 
show their discontinuity at different positions. The discontinuity is closer to the support for the 
fixed beam, indicating larger differences in the support conditions for air blast-loaded beams, 
at least at a later point when shear-type failure is initiated. However, the early local 
deformation at the support, from 0.1 – 0.5 ms, is similar for both boundary conditions. 
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Figure 13. Left: Vertical displacement along the mid-height. Right: Normalized vertical 
displacement (for IR3, SS=Simply-Supported and F=Fixed). 
 
The internal force distribution for beams with simply-supported and fixed boundary conditions 
at early points in time 0.1 – 1.5 ms after load application is shown in Figure 14. The support 
conditions were shown to have a higher influence for the distributed loading. Results with load 
IR1 in Figure 14 (a) and (c) indicate higher internal shear and moment for the fixed conditions. 
This also holds for IR3, where the shear force close to the support is already at its maximum 
0.1 ms after load application in Figure 14 (d). 
 

 
(a) Simply-supported, IR1 

 
(b) Simply-supported, IR3 

 
(c) Fixed, IR1 

 
(d) Fixed, IR3 

Figure 14. (a) – (d) Shear and moment distribution over the length at times 0.1 – 1.5 ms after 
load application for beams with simply-supported and fixed boundary conditions. 
 
Similar conclusions are shown in Figure 15, where the maximum internal forces and when 
they occurred in time are plotted. The maximum amplitude for shear close to the support is 
generally larger and occurs earlier for the fixed boundary conditions. However, the maximum 
field moment at the symmetry section is larger for the simply-supported conditions and occurs 
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later in time. This larger moment for the simply-supported beam is also an effect of the larger 
moment capacity, as this had one more flexural reinforcement bar. 
 

 
Figure 15. Scatter plot of maximum shear force (left) and moment (right), and when they 
occurred in time. 
 

4 CONCLUSIONS 

 
The results indicated a significant influence of the load intensity and boundary conditions for 
concentrated and distributed dynamic loads. For concentrated forces, the dominating shear-
type crack transitioned towards the load-point with increasing load intensity. The boundary 
conditions showed a low influence on the response to high-intensity concentrated forces, as 
the damage mainly occurred before support reactions were activated. For the distributed load, 
the dominating shear-type crack transitioned towards the support with increasing load 
intensity. Here, the support conditions also showed a high influence for the high load rates. 
Generally, the shear forces were higher and occurred earlier for the fixed conditions, which 
resulted in a shear-type failure closer to the support for the highest load intensity. 
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Abstract 

The macro-scale auxetic crash absorbers with inverted honeycomb structures were 
fabricated by bending and glueing the aluminium sheets. The auxetic panels were 
fabricated using the relatively cheap and straightforward fabrication method, which was 
extended by adding the PU foam to obtain foam-filled samples. The samples were tested 
under compression loading at two different loading velocities using the universal testing 
machine (quasi-static) and drop tower (dynamic). Detailed quasi-static and dynamic drop 
tests were compared with a non-linear computational model. The stress-strain 
relationships, deformation patterns, specific energy absorption, crash force efficiency and 
Poisson's ratio were comprehensively evaluated. Foam-filled panels revealed higher 
specific energy absorption and more stable deformation than non-filled panels. The 
developed computational models successfully describe mechanical and deformation 
behaviour and can be used for future virtual testing of other configurations. The DIC and 
the FE models confirmed that the auxetic panel provides the auxetic response up to very 
large strains. The validated FE models enable the development of new foam-filled auxetic 
panels with a tailored response, where different geometries, sheet thicknesses, densities 
and distributions of the foams can be virtually tested before fabrication. This will hopefully 
lead to the application of modern crash absorption systems on newly built roads or blast 
protection elements in buildings. 

1 INTRODUCTION 

Cellular sandwich panels usually have two stiff plates and a crushable low-density core in 
between [1]. They have become widely used in engineering due to their excellent properties, 
in terms of lightweight, strength-to-weight ratios, and impact energy absorption, including high-
rise buildings, aerospace engineering, automotive industry, defensive solutions, and other 
protective structures [2]. Sandwich panels with a cellular metallic core can dissipate significant 
dynamic energy through plastic deformation under impact or blast loading, especially when 
introducing the auxetic core [3]. The state-of-the-art review has shown that auxetic 
metamaterials provide improved energy dissipation compared to conventional cellular 
topologies [4]–[6]. The auxetic characteristic (negative Poisson's ratio) can be either naturally 
occurring (from the substance itself) or, in most cases, artificially created (changing the 
geometry of the metamaterial on the nano-, micro- or macro-level). 

This paper aims to experimentally and computationally examine the behaviour of a 
novel re-entrant graded aluminium panel filled with PU foam in an auxetic pattern. The 
performance is assessed based on quasi-static and dynamic drop tower experiments 
supported by advanced non-linear finite element modelling and computer simulation.  
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2 MATERIALS AND METHODS 

2.1 Geometry and fabrication of auxetic panels 

Six different auxetic panels (APs) were considered in this research, three non-graded 
panels with different corrugated sheet thickness, and three graded panels, two of them 
filled with PU foam. All the panels have the same basic geometry with six re-entrant auxetic 
layers, built by corrugating and glueing twelve aluminium sheets. Figure 1 shows the 
geometry of the fabricated auxetic panels, where the unit cells have a width of 40 mm and 
a height of 30 mm. The overall dimensions of the auxetic panel are 315 x 180 mm.  

Corrugated sheets made of aluminium alloy (AW-5754, T111, Impol, Slovenska 
Bistrica, Slovenia) were used to create the auxetic cores. The corrugated sheets were then 
assembled to auxetic panels with epoxy adhesive LOCTITE® EA 9466 (Düsseldorf, 
Germany), as shown in Figure 1. At room temperature, the glue hardens, forming a solid 
bond with good peel resistance and shear strength.   

The three non-graded auxetic panels have a uniform corrugated sheet thickness 
throughout the whole panel of 0.8 mm, 1.0 mm and 1.2 mm, respectively. The graded 
auxetic panels were fabricated with varying sheet thicknesses. The two auxetic layers at 
the bottom have a sheet thickness of 0.8 mm, the two auxetic layers in the middle have a 
sheet thickness of 1 mm, and the two auxetic layers at the top have a sheet thickness of 
1.2 mm. Two graded panels were filled with commercially available PU foam (Tekapur low 
expansion, TKK d.o.o., Slovenia) as a full-filled graded panel (FFG) and auxetic-filled 
graded panel (AFG), shown in Figures 1b-c. The foam was applied to the empty cells 
directly from the spray and was left to harden at room temperature for 24 hours.  

The AFG configuration was chosen to introduce the multi-scale auxetic behaviour 
of the panels, where the filling itself introduces the auxetic effect. At least two samples 
from each group were tested to determine the representative response of each 
experimental testing type. 

Figure 1. Fabricated and tested auxetic panels: a.) auxetic panel, b.) filled graded panel (FFG) 
and c.) auxetic-filled graded panel (AFG) 
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2.2 Experimental testing 

The quasi-static testing of auxetic panels was performed using the universal testing 
machine Instron INSTRON 8801 with a position-controlled crosshead rate of 0.5 mm/s. 
The nominal stress-strain responses were calculated using the initial dimensions of the 
samples. Furthermore, the drop tower testing was carried out, consisting of a drop sledge 
with variable masses guided by two 6 m tall columns. A steel plate was fixed to the sledge 
to serve as the impacting surface to the top of the auxetic panel specimens. The 
specimens were positioned on a steel base. The total weight of the impacting mass was 
99.5 kg at 10 m/s. 

2.3 Computer simulations 

The computational simulations were performed using the LS-DYNA software. The finite 
element (FE) model is shown in Figure 2. The model was discretised with 5 mm fully 
integrated shell finite elements with 5 through-thickness integration points, determined by 
a convergence study. The glue between the panels was not considered in the model since 
the adhesive joints did not fail during the experimental tests. The tie condition was 
assumed by using a single layer of shell elementsin the area of glue connections, which 
resulted in the different thicknesses of shell FE in these areas, as shown in Figure 2a. 

The loading conditions were modelled with two steel plates modelled with shell FE with 1 
mm thickness and the following material properties: Young's modulus 210000 MPa, 
Poisson's ratio 0.3. In the case of quasi-static testing, the upper loading plate has a 
prescribed constant velocity of 2000 mm/s toward the sample. The increase of the loading 
velocity in the FE model compared to the QS experimental tests was determined based 
on the parametric study to ensure the homogenous and quasi-static mechanical response 
without any inertia effect leading to the formation of the shock response. In the case of 
drop tower testing, the loading plate weighing 99.5 kg, and the initial velocity were 
prescribed the same as achieved in the experiments. The initial velocity in the case of the 
drop test was determined by the free fall equation and confirmed with the DIC from a high-
speed video camera. The bottom support plate had fixed all degrees of freedom.  

The *CONTACT_AUTOMATIC_NODES_TO_SURFACE contact was used between the 
plates and the auxetic panel and the auxetic panel and PU foam inserts, while the 
*CONTACT_AUTOMATIC_GENERAL was used for the contact between the shell FEs in 
the auxetic panel. 

The elasto-plastic material model with strain hardening and rate dependence (MAT_024) 
based on the data from experimental testing (Figure 3a) was used to model the metal 
sheet material behaviour. The volume FEs of PU foam inserts were modelled with a 
crushable foam material model (MAT_063). The hardening behaviour (yield stress vs. 
volumetric strain) of the crushable foam material model was determined by the 
experimental tests, where the approximation curve with 50 data points was used to 
describe the simplified experimental curve. Additionally, the strain rate dependence of AW 
5754 was considered using the Cowper-Symonds model with material parameters c = 
6500 s-1 and p = 4. 

239



 

 

Figure 2. Computational model of auxetic panel: a.) the thickness definition, b.) boundary 
conditions  

3 RESULTS AND DISCUSSION 

Uniform panels deformed predictably at shear planes, while in graded panels deformation 
initiated in thinner layers, distributing forces progressively to other layers, as shown in 
Figure 3. Adhesive bonds withstood significant strain without failure. 

 

Figure 3. Experimental and computational QS deformation behaviour of a) uniform AP 1.0 
mm and b.) graded auxetic panel (displacement increment: 25 mm) 

 
The comparison between the experimental and computational quasi-static stress-strain 
results is shown in Figure 4. Good agreement can be observed for all analysed geometries 
up to the densification. The largest discrepancy between the computational and experimental 
responses can be observed in the initial stiffness of the panels with thicker sheets. This can 
be a consequence of the precise modelling of the panels in the FE model, where the geometry 
is perfectly aligned together, and  starts to deform in a predicted (auxetic) way at lower stress 
levels. 
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Figure 4. Comparison of experimental (dashed lines) and computational (solid lines) results 
under quasi-static loading conditions 

 
As can be seen from Figure 5, SEA values increased with sheet thickness and foam filling. 
Foam-filled panels displayed superior SEA, with the FFG panel achieving a 23% increase over 
non-filled graded panels. The progressive densification of foam layers contributed to smoother 
energy absorption, enhancing crash force efficiency. CFE values were higher at 30% strain, 
particularly for foam-filled panels, which exhibited a more uniform load distribution during 
compression. 
 

 
 

Figure 5. Comparison of different auxetic panel results, a)  specific energy absorption (SEA) 
and b) crash force efficiency (CFE)  of the considered auxetic panels evaluated up to 30 % 

and 40 % strain 
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4 CONCLUSION 

The auxetic panels were fabricated using the relatively cheap and straightforward 
fabrication method. Stiffness of some panels was upgraded by adding the PU foam to 
obtain foam-filled samples. The samples were tested under compression loading at two 
different loading velocities using the universal testing machine (quasi-static) and drop 
tower (dynamic). The mechanical properties of aluminium material and PU foam were also 
determined. 

Mechanical testing reveals that an increase in the sheet thickness from 0.8 mm to 1.2 mm 
increases the SEA capabilities almost by 50 % in the case of quasi-static and dynamic 
testing. The foam-filled auxetic panels increase the SEA capabilities even further and 
provide superior energy absorption capabilities compared to empty auxetic panels. The 
CFE of uniform auxetic panels decreases when dynamically loaded if compared to quasi-
static loading. The opposite was observed for a graded auxetic panel and the foam-filled 
samples, where the CFE does not change significantly. 

The developed FE models successfully describe the deformation behaviour of auxetic 
panels. The DIC and the FE models confirmed that the auxetic panel provides the auxetic 
response up to very large strains. The validated FE models enable the development of 
new foam-filled auxetic panels with a tailored response, where different geometries, sheet 
thicknesses, densities and distributions of the foams can be virtually tested before 
fabrication. This will hopefully lead to the application of modern crash absorpt ion systems 
on newly built roads or blast protection elements in buildings. 
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Abstract 
Concrete elements subjected to intense dynamic loads have been reported to fail in shear, 
even if they are designed to fail in a flexural mode under static loads. A flexural response with 
yielding of the reinforcement is always preferrable over a shear damage response with a 
limited deformation capacity. This is the case for conditions with static loading and is certainly 
also the case under dynamic loads such as blast loads. Previous experiments and analyses 
have provided a greater insight and understanding of shear failures of concrete elements 
subjected to blast loads. The purpose of this paper is to present the findings of a few selected 
experimental campaigns and also to discuss the results from the corresponding analyses. The 
distribution of the deformations, the bending moments and shear are initially significantly 
different from those in static events and show large variations both in time and space. 
Analyses of these initial variations provide a better insight into where cracking and failure due 
to flexure and due to shear may appear. Such analyses are discussed in the paper along with 
the evolution of shear failures. For static loads, it is well known that the shear slenderness has 
an influence on shear in concrete elements. Depending on the shear slenderness, different 
shear failure modes for sufficiently large loads may occur. The issues of the shear slenderness 
variations throughout a dynamic response are also discussed in the paper. 

1 BACKGROUND 

Concrete elements subjected to intense dynamic loads have been reported to fail in shear, 
even if they are designed to fail in a flexural mode under static loads. A flexural response with 
yielding of the reinforcement is always preferrable over a shear damage response with a 
limited deformation capacity. This is the case for conditions with static loading and is certainly 
also the case under dynamic loads. Shear failures in concrete beams have been 
experimentally reported in several investigations involving different levels of blast and impact 
loads, e.g. [1]–[5]. In several cases, these tests also confirm that even if a concrete element 
obtains a flexural failure under a static load, a shear failure may occur as a result of extreme 
dynamic loads. In a few particular test series [6]–[7], concrete slabs were shown to fail in direct 
shear with limited or without any noticeable deformations in the slab. 
 
In this paper, dynamic loads refer to blast loads with an almost instantaneous increase in 
pressure with a subsequent pressure relief over time. Such an intense load may cause a 
structural element to vibrate in several bending modes above the fundamental mode of 
vibration, which imposes a higher degree of shear demand in the element.  
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Previous experiments and analyses have provided a greater insight and understanding of 
shear failures in concrete elements subjected to blast loads. The purpose of this paper is to 
present the findings of a few selected experimental campaigns and also to discuss the results 
from the corresponding analyses.  

2 SHEAR IN CONCRETE ELEMENTS 

2.1 Static Shear 

Concrete elements subjected to different types of loading and support conditions need to resist 
shear forces, which usually act in combination with bending moments. Shear cracks in 
concrete elements can generally be related to the tensile strength of concrete. Due to the 
distribution of principal tensile stresses in a beam subjected to an external load, shear cracks 
are inclined with respect to the longitudinal axis of the element. A concrete element resists 
shear through beam and arch action [8]. Beam action requires perfect bond between the 
reinforcement and the concrete, while arch action transfers shear through inclined 
compression struts in the element from the load to the supports. Since perfect bond can not 
develop due to slip of the reinforcing bars and cracking of the concrete, the beam and arch 
mechanisms will provide a combined resistance against shear. As shear cracks develop, a 
gradual transition from beam action to arch action will occur. The element will eventually fail 
when the capacity of the combined beam and arch actions are exceeded. 
 
In the investigations [9]–[10] on reinforced concrete beams without transverse reinforcement 
subjected to concentrated loads, it was found that the shear strength depend on the 
reinforcement content and the shear slenderness, i.e. the shear span to depth ration a/d. 
According to these findings, a beam mechanism governs for a/d values above 2.5–3.0, while 
an arch mechanism governs for values below these values. Such failures are controlled by 
the area in the vicinity of the arch or by failure of the arch itself. In the case of an element 
subjected to a distributed load, the shear slenderness is instead referred to as the full span to 
depth ratio (L/d). Experimental investigations on reinforced concrete beams by [11] also show 
that the shear slenderness plays an important role in different shear mechanisms. The 
corresponding L/d values for a beam mechanism are 10–11.  
 
Depending on the shear slenderness, the behaviour of reinforced concrete elements in shear 
may be divided into four categories with distinct differences in the shear transfer mechanism 
as discussed in [8], [11], [12], [13]. Thus, shear failures may generally be classified into (1) 
flexural shear, (2) shear compression (initiated by web shear), (3) splitting or crushing of the 
compressive strut and (4) direct shear, see Figure 1 for point loaded beams. Figure 2 
illustrates the shear capacity for beams subjected to uniformly distributed loads [11].  

 

Figure 1. Schematic view of (a) flexural shear, (b) diagonal tension by web shear, (c) shear 
compression, (d) crushing/splitting of the concrete strut and (e) direct shear [14].  
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Figure 2. Shear capacity at varying shear slenderness for beams subjected to uniformly 
distributed loads according to [11], from [13].   

2.2 Dynamic Shear 

A structure subjected to dynamic loads may exhibit a significantly different behaviour 
compared to the same structure subjected to static loads, especially if the applied load is 
impulsive in nature. Both flexural shear and direct shear have been reported to occur due to 
dynamic loads. In a static case, it is not likely that a distributed static load can cause a direct 
shear failure due to the necessary concentration of a load close to the support. However, tests 
have shown that uncracked concrete elements can fail in direct shear under the action of a 
distributed blast load with high intensity [7] and [15]. In this context, direct shear refers to the 
vertical or near vertical failure surface that occurred in the intense blast tests.  
 
Under dynamic loading conditions, local high stresses and strains can develop and their 
location may change before an initiated crack has time to propagate. An example is a case 
with a mass impacting a simply supported beam where cracks may initiate on the top surface 
at a distance from the load and propagate to a certain limit. Due to such conditions, wave 
propagation effects become increasingly important in the analyses. Shear failures may occur 
at an early stage, and it is therefore of interest to analyse the initial structural response soon 
after the load has been applied. In such conditions, a concrete element exhibits distributions 
of deflections, bending moments and shear forces that significantly deviate from the 
distributions of the same element subjected to a static load. For the purpose of investigating 
the initial response, theoretical analyses have previously been conducted on reinforced 
concrete beams with the Euler-Bernoulli and Timoshenko beam theories, e.g. [1], [15], [16], 
[17], and with the use of finite element analyses [14] and [18].  

2.3  Modelling of Dynamic Shear 

A series of simulations of reference tests were performed in order to analyse different shear 
failures in Abaqus 2011 with the use of the Concrete Damage Plasticity (CDP) model. Thus, 
the tested beams B40-D3 and B40-D4 reported in [4] and further analysed in [19] were used 
as verifications of a flexural shear failure. For verification of direct shear failures, tests DS1 
and DS4 of a concrete box structure reported in [7] were used. Strain rate effects of the 
concrete and the reinforcement were included in all simulations. The reference simulations 
were used as a basis for the subsequent parametric studies. 
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2.3.1  Simulations of Reference Tests 

The beam used as reference for flexural shear failures, has a cross-section of 300160 mm 

(widthdepth) and a span of 1500 mm [4]. The concrete and the rebars with interface (allowing 
for slip) were modelled using solid elements (4×4×4 mm for the concrete). The beams were 
simply supported and subjected to a uniformly distributed blast load across the surface with a 
peak pressure of 1.2 MPa and impulse density 6.4 kPas [4], [14]. Due to symmetry, half the 
beam span was modelled, with a symmetry plane at midspan. 
 
Simulations for verification of direct shear failures were performed on tests on a concrete box 
structure, see Figure 3. The roof slab thickness measured 140 mm with a clear span of       
1220 mm and the reinforcement consisted of bars in both directions and vertical stirrups. The 
boundary conditions of the bottom surfaces of the walls were modelled as fixed in all 
directions. The concrete was modelled with 4×4×4 mm solid elements and all reinforcement 
with beam elements without interface between concrete and bars. The applied blast load was 
modelled across the entire top surface using a piecewise linear approximation of the average 
values of the registered pressure-time curves from gauges IF-2 and IF-3 in [7]. These gauges 
registered impulsive loads with approximate peak pressures and duration of 22–25 MPa and 
0.6 ms, respectively.  
 

         

Figure 3.  Concrete box structure (left) [7] and modelled roof slab and reinforcement [14].  

2.3.2  Parametric Study of Shear Failures 

Simulations of the simply supported beams (using symmetry at midspan) with a width and 
span of 300 mm and 1500 mm and with three different depths were performed, see Figure 4 
and Table 1. Also, the amount of tensile reinforcement (K500C-T) was varied such that each 
beam section had a reinforcement content of approximately 0.6 % and 1.5 %, respectively. 
No transverse reinforcement was included in the models. The beam depth and, thereby, the 
value of L/d was particularly chosen to resemble beams subjected to uniformly loads and 
typically responding in a beam and an arch mechanism as discussed in Section 2.1. Both the 
concrete and the rebars with interface (allowing for slip) were modelled using solid elements 
(4×4×4 mm for the concrete). A compressive concrete strength and yield strength of the 
reinforcement of 45 MPa and 500 MPa was employed, and strain rate effects of these 
materials were included. The blast load was idealised as a triangular pressure pulse with an 
almost instant rise to peak pressure, immediately followed by a linear decay to zero, and 
uniformly distributed across the beam surface. For analyses of a flexural shear response, peak 
pressures of 0.5–4 MPa and durations of 2 ms or 10 ms were used. For direct shear the 
corresponding values were 5–20 MPa with durations of 0.5 ms and 4 ms, respectively.  
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Figure 4. Modelled cross sections of beam type B12 with two amounts of reinforcement and 
interface around each bar [14]. 

Table 1. Geometry and reinforcement of the modelled beams. 

Beam type h (m) d (m) L/d Reinforcement  (%) 

B7(2) 
0.260 0.228 6.6 

216 0.59 

B7(5) 516 1.47 

B12(2) 
0.160 0.128 11.7 

212 0.59 

B12(5) 512 1.47 

B27(2) 
0.084 0.056 26.8 

28 0.60 

B27(5) 58 1.50 

3 ANALYSES OF RESULTS  

3.1  Initial Response 

Figure 5 presents the calculated deflections, bending moments and shear forces for a simply 
supported beam subjected to an evenly distributed impulsive load at two points in time using 
Euler-Bernoulli beam theory. The values of the vertical axes are normalized to the 
corresponding static quantities in a static loading condition. The bending moment and shear 
distributions close to each support in Figure 5 show similarities to the distributions of smaller 
beams. Thus, at this stage, the entire beam may initially be regarded as divided into two 
smaller beams, each responding with an apparently low shear slenderness L/d. Structural 
wave motions will over time change the moment and shear distributions to eventually become 
similar to that of the entire beam being loaded statically. One interpretation of the initially low 
L/d values is that the beam shear strength could be relatively high initially while it reduces to 
the flexural shear strength over time, as the response resembles that of a statically loaded 
beam.  

 

     
               (a)                                                                             (b) 

Figure 5. Normalized (a) bending moments and (b) shear forces for a simply supported beam 
subjected to a uniformly distributed dynamic load according to Euler-Bernoulli theory [14].  
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3.2  Dynamic Shear Span 

Figure 5 shows that a structural element subjected to a distributed dynamic load may, in its 
initial response, be regarded as divided into two smaller beams, each responding with its own 
apparent shear slenderness L’/d, which over time will grow and become the static shear 
slenderness. In the simulations using the three beam cross sections as presented in Table 1, 
the growth of L’/d over time was evaluated by considering the von Mises stress distribution. 
The compressive zone and the inclined compressive struts at the supports at two points in 
time are clearly visible in Figure 6. The distance from the face of the support to the centre of 
the compressive zone resembles half of the temporary beam span, which resembles half the 
apparent shear slenderness L’/(2d) at that point in time. The estimation of the average L’/d 
growth over time is presented as linear curves for the three beam types in Figure 7. Thus, the 
growth of L’/d at a certain velocity is apparent in this figure. With the curves in Figure 7 as a 
basis, the bending wave velocity of each beam type when subjected to uniform blast loads 
were estimated and compared with the theoretical value of structual wave propagation which 
is calculated as:  
 

 𝑐𝑓 =
𝑛𝜋

𝐿
∙ √

𝐸𝐼

𝜌𝐴
       [m/s] (1) 

 
where L is the span, EI the flexural stiffness of uncracked concrete section, A the mass per 
unit length and n the bending mode. The same parameter values were used as in the 
simulations with the exception that the static value for E was used. Also, the moment of inertia 
for an elastic cross section was used, which is a reasonable assumption considering cracking 
is minimal at these early times. Considering the change in L’/d over time for the three beam 
types enabled estimations of the structural bending wave velocity. These values together with 
the calculated bending wave velocities are summarised in Table 2, which show that the FEA-
based estimations are within approximately 10 % of the theoretical values for the third bending 
mode. Thus, this is an indication that the third mode is driving the structural wave motions.   

Table 2. Calculated values of the bending wave velocitis based on FEA results and wave 
theory.  

Beam type cFEA (m/s) cmode3 (m/s) cFEA/cth 

B7 1908 1739 1.10 

B12 960 1070 0.90 

B27 525 562 0.93 

 

 

Figure 6. Evaluation of the shear span using the von Mises stress distributions. The 

simulations are shown at 0.2 ms and 0.4 ms after the load was applied.   
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Figure 7. Evaluation of the apparent shear slenderness L’/d for the three beam cross sections.  

3.3  Dynamic Failure Modes 

In the simulations of the reference tests with flexural shear failures, it was noted that these 
shear failures follow the same sequence as in a static loading case, see Figure 8. A similar 
result was obtained with another software as presented in [17]. Thus, the blast load did not 
have the high level of intensity for a direct shear failure to occur.  

 

Figure 8. Simulation sequence of the propagation of cracks at different times after the load 
was applied, with reference test on top [14].  

A test reported by [11] shows that a simply supported beam subjected to a uniformly 
distributed static load failed in flexural shear where the shear crack appeared at approximately 
1d (1 effective depth) from the support. In several tests of beams subjected to blast loads, the 
flexural shear crack appeared at an average of approximately 1.6d from the support [4], [19]. 
Simulations of the same tests show that the shear cracks appeared at a distance of 
appoximately 1.6d–2.5d, see also Figure 8. A cause for the shear crack position at a greater 
distance from a support could possibly be found in the rather large variations in shear forces 
shown in Figure 9. These are the results of the calculated shear forces up to 3 ms after the 
load was applied using Euler-Bernoulli theory for the same beam as in Figure 8. The moment 
of inertia used in these calculations was chosen as half the value of that of an uncracked 
concrete section to account for the cracking. This is an approximation of the average moment 
of inertia for an uncracked and cracked cross section [20]. Figure 9 shows that large shear 
forces develop at a relatively long distance from the support during the first 3 ms, which may 
be the cause for the shifted position of the shear crack in the dynamic loading cases.  
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Figur 9. Normalized shear forces for a simply supported beam subjected to a uniformly 
distributed load according to Euler-Bernoulli theory for the first 3 ms after the load was applied.  

 
In the DS1 test [7], the roof slab was completely separated from the supports. A large portion 
of the slab was observed to remain relatively flat, which indicates that the main deformations 
occurred in a narrow region around the supports. In the corresponding simulations, the slabs 
exhibit severe concrete crushing throughout the entire depth at each support and with most of 
the remaining slab flat, see Figure 10. Simulations of both tests (DS1 and DS4) show that the 
failure planes at the supports are inclined with respect to the vertical, which deviates from that 
observed in the DS1 test but is in agreement with the observations from test DS4. Note that 
the slab at 0.5 ms is still moving in a downward motion, and due to the crushed concrete at 
the supports, the slab will eventually separate completely from the supports and fall down.  
 
The observation that a large portion of the slab remains flat is in agreement with the calculated 
moment and shear distributions in Figure 5. The crushed compressive struts were quite 
developed already at 0.3 ms and fully developed at approximately 0.5 ms after the load was 
applied, which can be considered as during the initial response of the slab. Thus, both the 
Euler-Bernoulli calculations and simulations show results that resemble the test.  

 

 

Figure 10. Simulation sequence of the propagation of compressive damage (of DS1 test) at 
different times after the load was applied [14]. The deformations are enhanced 10 times.  

3.3  Support Reactions  

The simulations of the simply supported beams, using different combinations of loads and 
durations, indicate that flexural shear depends on both these load parameters. A comparison 
of support reactions in Figure 11 shows that a beam subjected to a relatively high pressure 
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but short duration (2 ms) or a lower pressure but longer duration (10 ms) resulted in flexural 
shear failure. Thus, it is apparent that the load duration is also a driving parameter that 
influences the failure mode. The reason for this may be found when comparing the impulses 
of the reactions as shown in Figure 11(b). This figure reveals that the impulses for the 
reactions in Figure 11(a) are higher compared to the simulations with lower pressures at the 
same durations where the beams did not fail in shear. Thus, the results indicate that the beam 
needs to be exposed to a certain level of impulse at an early stage of the structural response 
in order to develop a shear failure.  
 
The results of the simulations causing direct shear failures show that the support reactions 
also depend on, other than the load amplitude, the duration of the applied load, see            
Figure 12. Furthermore, the figure also illustrates that the reactions depend on beam depth, 
where the deepest beam exhibits the greatest reactions. However, at a duration of 
approximately 4 ms the reactions level off. 

   
                                        (a)               (b) 

Figure 11. (a) Support reactions for beam type B12(5) subjected to blast loads of 2.0 and      
10 ms durations that failed in flexural shear. (b) Calculated reaction impulses.    

  
       (a)             (b) 

Figure 12. Support reactions from simulations of (a) beam type B12(5) with a peak pressure 
of 15 MPa and varying durations, and (b) peak reaction forces for all three beam types.  

4 DISCUSSION  

The initial bending moment and shear distributions shown in Figure 5 is a simplification since 
the initial wave propagation effects through the element depth are ignored. This wave 
propagation is, however, neglected because the structural wave propagation is of much 
more importance. It is also regonised that the Euler-Bernoulli theory does not account for 
rotary inertia and shear displacements, which become increasingly significant for deep 
beams and higher bending modes. Nevertheless, the results in Figure 5 could be verfied 
in simulations where an apparent shear slenderness L’/d was identified to start at low 
values and grow over time. This initial behaviour shows that the element initially trensfers 
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the applied loads to the supports in a similar manner as in a deep beam response, 
temporarily providing for a higher shear strength in relation to that of the same element 
subjected to static loading.  
 
The dynamic analyses show that the evolution of flexural shear follows the same sequence of 
events as in a static loading case. This motivates using the same design models for shear as 
in static design and distributing stirrups where large shear forces appear. However, the results 
from both tests and simulations indicate that the flexural shear crack may be initiated and 
develop further away from the supports compared to cracking due to static loads. Figure 9 
illustrates the significant variations in shear force distributions at times up to at least 3 ms after 
the load was applied. The figure indicates that shear forces with similar amplitudes as the 
reactions at the supports can develop at distances 2–3 times the effective depth (d) of the 
element. Thus, it is recommended to account for the maximum support reactions without 
reducing the shear force at 1d from the supports. If found necessary, it is also advisable to 
place vertical stirrups along a greater length compared to in a static design situation.  
 
The analyses of flexural shear indicate that not only the amplitude of the load but also the 
duration is an important factor in development of flexural shear failures. It is shown that the 
element needs to be exposed to a certain level of impulse at an early stage of the structural 
response in order to develop a shear failure. Thus, this may be of importance to consider for 
certain loading conditions.  
 
The simulations of the roof slab of a concrete box structure show that the failure planes at the 
roof supports are inclined due to the compressive struts that develop at each support. Such 
inclined failure planes were observed in three tests, while four other tests were reported in [7] 
to exhibit vertical failure planes. Furthermore, the roof slab was still attached to the supporting 
walls in at least two tests although severe damage zones of crushed and/or cracked concrete 
at the supports had appeared. The simulations reveal that the inclined compressive struts at 
the supports can be crushed during the initial response for a sufficiently intense impulsive 
load. Thus, dynamic direct shear appears to follow the same sequence of events as in a static 
case of shear in a deep beam with concrete crushing and possibly splitting of the compressive 
struts at the supports. The dynamic direct shear mechanism is therefore different from the 
static direct shear mode. 
 
The Swedish design manual for protective structures [20] incorporates a model that 
accounts for the initial direct shear response of a concrete element. The model includes 
criteria for determining the design shear slenderness for a certain blast load, and an 
equation for calculation of the shear strength of the cross section. This model is based on 
the static behaviour of a deep beam response and that way applies the initially higher 
shear strength. Further analyses of the existing shear model is of interest to investigate 
possible improvements if found necessary. Such work could also include analysing models 
for calculating the dynamic strength of flexural shear.  
 
Further analyses in [14] inicate that direct shear can occur in elements with fixed as well 
as with simple support conditions. Those are reasonable results considering the damage 
propagation at very early times. Vertical stirrups will not be effective to prevent such 
failures, but it may be possible to use a combination of vertical and horisontal, rather 
dense, reinforcement in the regions near the supports. Stirrups installed with an inclination 
with respect to the longitudinal beam axis may also be more effective.  
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4 CONCLUSIONS 

The conclusions and suggestions for future work are as follows: 

• The evolution of flexural shear follows the same sequence of events as in a static 
loading case. This motivates using the same design models for flexural shear as in 
static design. The stirrups needs to be placed where large shear forces appear, which 
can have a significantly different distribution compared that in a static loading case.  

• The development of flexural shear failures appear to depend on both the amplitude as 
well as on the duration of the blast load.  

• The analyses show that the dynamic direct shear mode appears to be a combination 
of bending moment and shear in a deep beam response and is therefore different from 
the static direct shear mode. There is an indication that the direct shear mode can 
occur in elements with both simple and fixed support conditions. 

• Further analyses of the existing shear model in the Swedish design manual for 
protective structures is of interest to investigate possible improvements if found 
necessary. Such work could also include analysing models for calculating the 
dynamic strength of flexural shear. 
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Abstract 
 
Outer walls are a crucial component of the building envelope, providing insulation and 
structural support. While they are originally designed to support axial loads, these walls 
can be subjected to extreme loads, like the ones generated by impacts and blasts. 
Unreinforced brick masonry walls are particularly vulnerable to these actions and pose 
significant risks when damaged, including flying debris and progressive collapse. Careful 
engineering judgment is required to evaluate their resistance and design their 
strengthening in order to address this problem.  
A 3D FEM-based meso-scale modelling strategy is developed to simulate the response of 
masonry walls to blasts and impacts. The models were created in a general-purpose 
proprietary FEA software package, by making use of material models available in it. Bricks 
were modelled as nonlinear solid elements, while mortar joints were modelled by contact 
interfaces with cohesive-damage frictional behaviour. The models were built and verified 
upon the findings of impact pendulum and quasi-static four-point bending tests, both 
conducted at RISE Research Institutes of Sweden under various wall configurations. Once 
validated, the ability of this modelling strategy to conduct blast simulations was 
demonstrated for one of the tested wall configurations.  
This numerical work complements the experimental work previously conducted at RISE to 
characterize the response of brick masonry walls under impulsive loads. The modelling 
strategy presented here can assist the analyst evaluate the resistance of brick facades to 
these loads, allowing for a more precise assessment of urban areas at risk of damage.  
 

1 INTRODUCTION  

Up to the middle of the 20th century, brick masonry was a crucial construction material, 
representing more than 50 % of the outer walls in the Swedish built environment [1]. 
Interest in this material has waned over the past 70 years, but the deteriorated 
international security situation has sparked renewed attention over the last 10 [2]. Masonry 
is vulnerable to out-of-plane actions, especially when unreinforced. When impulsive loads 
like blasts and impacts act on the wall surface, extensive damage is generated. This 
damage can lead to flying debris and, in the case of load-bearing members, compromise 
the building stability [3,4]. 
A series of actions are undertaken by RISE Research Institutes of Sweden and the 
Swedish Fortification Agency to characterize the out-of-plane response of brick masonry 
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walls to blasts and impacts. Experimental and numerical methods were reviewed [5] and 
new were developed. A series quasi-static four-point bending tests on 11 clay brick 
masonry walls with different thicknesses, axial load ratios, and boundary conditions was 
initially conducted [6]. Two series of impact pendulum tests followed. In the first series, 3 
brick walls were subjected to point-load impacts run at relatively low impact velocity (3÷4.5 
m/s) to study the role of arching in increasing the wall resistance to repeated impacts [7]. 
In the second, point- and line-load impacts were applied on 4 walls under larger, and more 
destructive, impact velocities (7÷8.5 m/s) [8]. 
The goal of this study is to develop a reliable modelling strategy that can represent with 
fidelity the out-of-plane response of brick walls under both quasi-static static and impulsive 
loads, namely, impacts and blasts. The goal is achieved through the implementation of a 
3D FEM-based meso-scale modelling strategy, a typology of numerical model that is 
common for masonry structures [9]. For this strategy, the literature leverages the use of 
dedicated simulation tools [10,11], or ad-hoc user-defined materials developed for 
commercial tools [12,13], which can be difficult to access and utilize by the common 
practitioner. In this study, the model is deliberately created in a well-known, general-
purpose FEA software package (Abaqus 2022 [14]), making use of the material models 
available in it, and run within the offered computational framework.  
Meso-scale models stand out for their capability of replicating the brickwork and accessing 
directly the mechanical parameters of the masonry components, i.e. bricks and mortar, 
while remaining computational feasible as compared to, e.g., models where the mortar 
joints thickness is also reproduced [12]. Meso-scale models can still capture the crack 
propagation along the mortar joints, leading to orthotropic response and failure. However, 
since they can only model failures inside the mortar and at the brick-mortar interface in an 
equivalent manner, the approach requires careful calibration of the model parameters.  
In what follows, the steps undertaken to build and verify the meso-scale models are 
reported. The modelling strategy is first described (section 2). Models for brick walls are 
then developed to reproduce their static behaviour under in-plane shear-compression [15] 
and four-point bending [6] (section 3). The models are next extended to reproduce impact 
pendulum tests [7,8] (section 4). Once these models are verified, they are used to simulate 
blast scenarios on one of the tested wall configurations (section 5), broadening the scope 
of applications of the experimental studies previously performed. 
 

2 MODELLING STRATEGY  

The meso-scale modelling strategy, also referred to as “simplified micro” modelling [9], 
consists in modelling the bricks as distinct bodies and the mortar joints as zero-thickness 
interfaces (Figure 1).  
 

 

Figure 1. Meso-scale modelling strategy 
employed for brick masonry. 
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Discrete (DEM), finite (FEM), and hybrid DEM/FEM formulations can be used 
interchangeably for this purpose. Here, the models are developed in an explicit 3D FEM 
computational framework using Abaqus/Explicit. Explicit solution procedures are usually 
preferred to implicit ones when solving transient response calculations, and quasi-static 
simulations where complex nonlinear phenomena occur [14]. 

2.1 Modelling of the bricks 

Bricks are modelled as nonlinear solid elements with expanded geometry to cover the 
mortar joints. The concrete damage plasticity (CDP) material model is used [14]. This is a 
very common material model for bricks, especially when using Abaqus, see [16,17]. 

2.1 Modelling of the mortar joints 

Mortar joints are modelled by cohesive-damage frictional contact interfaces [14]. In 
tension, the cohesive damage model corresponds to an elastic-plastic linear-softening 
stress-displacement relationship. In compression, a linear elastic behaviour is 
implemented since Abaqus does not offer compression cap models. The tangential 
behaviour is characterized by a cohesive-damage frictional model, with the maximum 
shear strength being not affected by the frictional contribution and friction being activated 
in the damaged contact points only [18], i.e., when the cohesive part is lost. The tangential 
behaviour is verified against shear-compression tests conducted on masonry couplets 
under different compression stresses σ [19], showing good performance (Figure 2).  
 

  

Figure 2. Modelling of shear-compression tests on masonry couplets [19]. The model 
parameters used in this benchmark are taken from the literature. 

 

3 QUASI-STATIC TEST SIMULATIONS 

3.1 Measures taken for quasi-static simulations 

A series of measures is taken to simulate quasi-static loading conditions within the 
framework of an explicit solution procedure:  
●  Mass-scaling is operated on the whole model. The value for the mass-scale factor is 
found by trial-and-error until large changes in the solution are observed.  
●  Damping is introduced both for the mortar joints and the bricks. This limit unwanted 
oscillations in the response, allowing a quasi-static behaviour to be modelled. Damping 
coefficients usually are adjusted to keep kinetic energy below 10% of internal energy [20].  
●  Loads are smoothly applied using input time-velocity histories, with the final input 
velocity kept low throughout the analysis.  
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3.2 Modelling of in-plane loaded masonry panels 

The modelling strategy is first tried out on shear-compression tests conducted on masonry 
panels [15]. The comparison comprehends meso-scale models from the literature, making 
use of an implicit solution procedure [17]. Fair precision simulations are run in about 10 
minutes on a common single-core laptop computer (Figure 3). 
 

  

Figure 3. Modelling of shear-compression tests on masonry panels [15]. The model 
parameters used in this benchmark are taken from the literature. 

3.3 Modelling of out-of-plane loaded masonry walls 

Meso-scale models representing quasi-static four-point bending tests on brick masonry 
walls [6] are built (Figure 4). The test specimens consisted of single- and double-wythe 
spanning vertically between two RC slabs. The walls were initially subjected to vertical 
compression and subsequently to displacement-controlled four-point bending. 
The models are calibrated and validated by considering wall configurations of increasing 
complexity. The focus is initially on single-wythe walls displaying vertical bending 
mechanisms, to end with complex double-wythe walls displaying combined bending-
punching shear mechanisms. This allows for the calibration of dedicated sets of model 
parameters governing only certain mechanisms. For each parameter, properties from 
material tests are used when available; when not, best-fit parameters are determined 
thought trial-and-error, using educated guesses from the literature. The models are 
validated on different specimens than those used for calibration. 
 
 

 
 

Figure 4. Four-point bending test setup [6] and the corresponding FEM meso-scale models. 
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The walls governed by combined bending-punching shear mechanisms are the most 
challenging to capture. Figure 5 shows how the meso-scale models capture not only the 
overall behaviour for one of these walls – see diagrams – but also its failure observed 
throughout the test – see comparison with DIC data. 
 

 
 

 

   

Figure 5. Meso-scale modelling of four-point bending tests [6]. Specimen W14. 
 

4 IMPACT PENDULUM TESTS SIMULATIONS 

The FEM meso-scale modelling strategy developed for quasi-static simulations is 
expanded to reproduce the transient response of brick masonry walls subjected to low- 
and moderate-velocity impacts [7,8]. The test specimens that are intended to be modelled 
have same geometry and properties than those tested under four-point bending [6]. The 
walls were initially subjected to vertical compression and subsequently to impacts. The 
impactor, of 116 kg, consisted of two steel beams assembled with a hemispherical head. 
The impact occurred at wall mid-height, directly on the wall surface (point-load impacts) 
or for the intermediary of a steel profile distributing the load across the wall width (line-
load impact), see Figure 6. 

4.1 Measures taken for impact simulations 

The measures taken in developing the FEM meso-scale models for quasi-static 
simulations are lifted in view of their extension to impulsive loads:  
● Mass-scaling is turned off. This allows proper mass densities to be inputted, allowing for 
realistic inertial and impact force distributions. In addition, this decreases the allowable 
stable timestep, increasing the accuracy of the numerical solution.  
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● Damping is relaxed for the mortar joints. It is common practice in impact and blast 
simulations to make use of zero damping, partly because of the expected fast dynamic 
structural response, partly because the oscillations that occur first are often the most 
dominant ones [5]. Here, damping is not set to zero but kept to a minimum to avoid 
numerical issue related to, e.g., element penetrability across the contact interfaces [14]. 
The damping models are kept unchanged for the bricks, in order to control sudden energy 
releases due to brick failures, which may affect the model stability.  
In addition, new actions are taken to increase the efficacy of the modelling strategy: 
● Although it is common to model impulsive loads by means of load-time histories [5], here 
it is preferred to include the impactor in the model. This results in a more realistic 
simulation of the wall-impactor interaction, capturing momentum transfer and contact 
conditions, without adding complexity to the model. 
● While a regular mesh was used for quasi-static simulations, here the central region of 
the wall – where impact occurs – is finely discretized. This increases the accuracy in 
modelling the impact forces, resulting in a better representation of the structural response.  
 
 

  

Figure 6. Impact pendulum test setups [7,8] and the corresponding FEM meso-scale models. 
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Figure 7. Meso-scale modelling of low-velocity point-load impact tests [7]. Specimen W11-1. 
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Figure 8. Meso-scale modelling of moderated-velocity line-load impact tests [8]. Spec. W18. 
 

4.2 Modelling of low-velocity impacts 

The models, once validated against four-point bending tests, are used for the simulation 
of the impacts without further calibration of the model parameters. 
When tested on the low-velocity impact tests [7], the FEM meso-scale model shows able 
performance in capturing the impact displacement, velocity, and force (Figure 7). The 
model appears to seize correctly also the damage created by the impact on the wall face.  

4.3 Modelling of moderate-velocity impacts 

When benchmarked against moderate-velocity impacts [8], the FEM meso-scale model 
shows the good performance in capturing both the impact response and damage 
generated on the wall (Figure 8). 
 

5 BLAST SIMULATIONS  

The ability of the FEM meso-scale modelling strategy to conduct blast simulations is 
demonstrated on one of the tested wall configurations (specimen W18 [8]). The blast load 
consists of a triangular load history uniformly distributed onto the wall surface. The load is 
characterized by a peak overpressure of 35 kPa and an impulse of 1000 kPa·ms, with the 
peak occurring at 1/10 of the load duration. The wall can sustain this blast (Figure 9).  
The peak overpressure is then amplified by factors of 10 and 100, with the impact duration 
remaining constant, resulting in impulse amplification. The wall fails at an amplification 
factor of 10 and above. For the amplification factor 10, a bending mechanism is observed 
(Figure 9). For the amplification factor 100, the wall is propelled away due to the blast. 
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failure at 20 ms (blast load x10) 
 

 
Figure 9. Meso-scale modelling of blast simulations of increasing intensity. Specimen W18.  
 

6 CONCLUSIONS 

The study builds on the knowledge built upon a state-of-the-art review on numerical and 
experimental tools for brick masonry walls [5], along with the findings of four-point bending 
[6] and impact pendulum test [7,8], to create reliable numerical models for unreinforced 
masonry subjected to extreme actions.  
A 3D FEM-based meso-scale modelling strategy is successfully developed. The models, 
created using a general-purpose FEA software package and validated against accurate 
experimental data, show great capability in capturing both global responses and local 
failures for all tested wall configurations, under static and impulsive loadings.  
When used in blast simulations, the modelling strategy appears to offer a reliable and 
affordable tool for practitioners needing to assess the resistance of brick facades to 
impulsive loads. The flexibility and viability of this numerical approach make it appealing 
for real-world applications, allowing for effective planning and design of strengthening 
solutions for masonry structures in urban environments.  
Future work should focus on investigating the model sensitivity to model parameters and 
exploring additional wall configurations to enhance the robustness and applicability of the 
modelling strategy, especially in blasts simulations. In relation to this, dedicated studies 
examining the occurrence of strain-rate effects should be conducted.  
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Abstract 
In Japan, driftwood-related disasters are increasing annually, and the amount of driftwood 
reaching downstream areas is increasing. Due to buoyant effects, driftwood is transported 
by shallow currents, allowing it to easily travel to downstream regions where residential 
areas and infrastructure are located, resulting in bridge blockages and loss of life. 
Furthermore, groups of driftwood collide with driftwood catchments such as steel 
protective barriers causing damage to their crests and side sections. Currently, driftwood 
catchment countermeasures are being constructed to prevent driftwood from flowing 
downstream, and large amounts of driftwood are trapped. However, in current designs of 
driftwood catchment, only the static water pressure load is considered, and the impact 
loads produced by driftwood groups have not been considered. This study evaluates the 
impact loads exerted by driftwood groups on driftwood catchment. First, an evaluation of 
loads with and without the formation of driftwood groups was conducted, demonstrating 
that driftwood groups can influence impact loads. Subsequently, the experimental results 
were organized to clarify how changes in the number and length of driftwood affect the 
acting loads. The time-dependent characteristics of these loads are examined, and their 
defining features are clarified. In addition, because driftwood catching countermeasures 
are installed in the downstream area, experiments were conducted to examine the effects 
on the acting load by changing the gradient and flow rate, and parameters of the 
downstream environment, and the results were compiled. The results demonstrated that 
the loads exerted by driftwood groups on driftwood catchment can be divided into three 
categories (impact zone, transition zone, and deposition zone) based on their temporal 
progression. Additionally, the maximum impact load depends strongly on the total mass, 
flow velocity, and deposition height of the driftwood group. Furthermore, the maximum 
impact load clearly exceeds the static water pressure load, suggesting the necessity of 
accounting for dynamic impact forces in the design of driftwood catchment. 

1 INTRODUCTION 

Driftwood disasters caused by record-breaking torrential rains are increasing annually. 
Statistical data on driftwood over the past 30 years have indicated an increasing trend in the 
amount of driftwood flowing downstream [1,2]. Consequently, debris flows increasingly 
incorporate driftwood, exacerbating their destructive potential.  

Driftwood is transported by buoyancy forces in shallow, fast-moving currents and often 
reaches downstream areas where residential zones and critical infrastructure are 
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concentrated, posing significant risks to human lives. Moreover, when driftwood flows out into 
the sea, it creates additional challenges by accumulating in fishing ports and damaging coastal 
facilities. Additionally, driftwood groups can cause severe damage to Sabo dams, affecting 
their tops, sleeves, and forebay structures [3]. There is a growing concern that future large-
scale debris flows could transport unprecedented amounts of driftwood downstream, 
potentially overwhelming Sabo dams and causing damage on an unprecedented scale. For 
instance, during the Niigata Prefecture disaster in August 2022, the increased volume of 
driftwood may have reduced the effectiveness of the Sabo dams, leading to greater 
downstream damage.  

The current design standards for driftwood catchments, as shown to Figure 1, in debris 
flow sections are outlined in the Technical Guidelines for Measures against Debris Flow and 
Driftwood [4]. These guidelines also describe the basic concepts for countermeasures against 
driftwood during sediment and flood inundation [5],[6]. One such countermeasure is the 
construction of driftwood catchment facilities. These facilities were designed to trap driftwood 
in the traction section, with the spacing-to-length ratio (w/lmax) between the facility spacing (w) 
and the maximum length of driftwood (lmax) set to less than 1/2. The load-bearing capacity is 
typically evaluated based on the hydrostatic pressure under design load conditions. However, 
the impact load caused by driftwood has not been thoroughly investigated. 

Previous studies explored various aspects of driftwood catchments. Ishikawa et al. [7] 
proposed an equation to estimate the driftwood catchment rate of Sabo dams and driftwood 
trapping screens installed on sub-banks. Shibuya et al. [8] investigated the effects of spacing, 
slope, and flow rate on the performance of driftwood catchment facilities and developed an 
estimation equation for catchment structures. Kuniyori et al. [9] experimentally examined the 
loads acting on driftwood catchment structures. They found that the impact load was smaller 
than the hydrostatic pressure, whereas the load during the blockage of the permeable section 
was close to the hydrostatic pressure. Yamada et al. [10] analyzed the load characteristics 
when trapping groups of driftwood and demonstrated that the load exerted by a group of 
driftwood was significantly greater than that of a single piece. Watanabe et al. [11] found that 
the load was instantaneously higher when driftwood groups appeared higher than the water 
surface and struck the weir in a highly concentrated mixture of only a large amount of driftwood. 
Matsutomi [12] and Ikeno et al. [13] proposed estimation equations for load effects based on 
the impact phenomenon of a single piece of driftwood, incorporating contact theory [14]. 
However, the loads acting on driftwood catchment structures owing to groups of flowing 
driftwood remain insufficiently studied. Furthermore, current design methods do not consider 
the addition of impact loads to the design loads. 

This study examined the applicability of hydrodynamic force evaluation by analyzing the 
factors that influence applied loads. This was achieved by varying the key parameters of the 
flowing environment, such as the slope and flow rate.  

Figure 1. Driftwood catchment 
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2 MATERIALS AND METHODS 

2.1 Experiment summary 

Figure 2 shows an overview of the 
experimental device. The channel flume is 
length L = 4.0 m, width B = 0.3 m, depth H = 
0.5 m, and channel slope (θ = 0° to 20°). The 
flow rate was controlled manually. The flow 
rate in this experiment was determined by 
calculating the flow rate from the water depth 
using the Manning equation. The driftwood 
input location in this experiment was 3.4 m 
upstream of the driftwood catchment model. 
Figure 3 shows the method by which 
driftwood is fed by a conveyor belt at a 
constant rate. This method is known as 
driftwood grouping. The gate was placed 3.4 
m upstream of the channel. Initially, a 
constant flow was maintained in the channel, and driftwood was randomly thrown into the 
gate to be captured. After the waveforms settled, the gate was opened and the captured 
driftwood flowed downstream, forming a driftwood swarm and impacting the driftwood 
catchment model. Figure 4 shows the actual situation of the driftwood swarming model. 
Driftwood flows from the upstream section to the downstream section as a driftwood group. 

2.2 Driftwood catchment model 

Figure 5 illustrates the driftwood catchment model and installation of the measurement 
device. The driftwood catchment had a height of hc =150 mm, width bc = 290 mm, catch 
spacing wc = 40 mm, and pipe diameter D = 10 mm as shown to Figure 5(a),(b). Deformed 
steel bars with sufficient rigidity to withstand the applied load were used for the members 
because they were thought to capture the driftwood more adequately than the increased 
contact area with the driftwood groups and the suppression of slippage. To measure all 

150mm LSM-B- 
200NSA1-P 

 

Y102-FX 
(KYOWA)  

290mm 

40mm 

45mm 

Figure 5. Driftwood catchment model 

(a) Front  (b) Side 

(c) Top 

Figure 2. Experiment device Figure 3. Driftwood grouping type 

Figure 4. Situation of flow downstream 

(a) Lower (b) Midstream (c) Upstream 
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the loads acting on the driftwood catchment model, the model was secured using two force 
meters (LSMB-200NSA1-P, Y102-FX, KYOWA) and hung such that the bottom of the 
model did not touch the channel bottom. The total force of the force meters was measured 
up to a maximum of 200 N. As shown in Figure 5(c), force gauges were placed 45 mm 
from the center of the driftwood catchment model to measure the applied load. The force 
meter was connected to a threaded rod extending from the force meter through a 6-mm 
inner diameter hollow cylinder welder to the driftwood catchment, and the hollow cylinder 
was connected from above and below by a steel rod secured with nuts. The sampling 
frequency was set to 200 Hz. A 100 Hz low-pass filter was used to remove high-frequency 
noise. 

2.3 Driftwood model 

The driftwood model is based on an actual driftwood survey by Shibuya et al. [15]. The 
diameter and length of the driftwood were set to d = 5.5 mm and l = 120 mm, respectively, 
because the relationship between the channel width and length of the driftwood would limit 
the movement of the driftwood if a model with long driftwood was used. The material used 
was Ramin, soaked thoroughly in water. The specific gravity of each driftwood model was 
0.76 when dry and 1.11 when wet. 

2.4 Test case 

The experimental conditions are listed in Table 1. The experiment was set up at a scale 
of 1/20 by applying the fluid similarity rule. The scale of the experiment was close to that 
used for driftwood control and catching in rivers when converted to a real scale. Table 2 
shows the experimental cases of the driftwood grouping type, in which three cases of flow 
rate and three cases of driftwood were combined for three instances of gradient, and each 
case was conducted five times, for a total of 135 times.  

2.5 Method of measuring the impact load 

To confirm the measurement accuracy of the applied load, a preliminary experiment was 
conducted to measure hydrostatic pressure. At this stage, water leaked between the film 
and the waterway. Therefore, a constant flow rate was maintained while adjusting the 
water depth by operating a lever that controlled the flow rate. After the waves disappeared 
and the water depth stabilized, the load acting on the driftwood catchment model was 
measured. The theoretical values of the hydrostatic pressure loads are shown in Figure 
5. The theoretical and measured values were almost identical, confirming that the 
measuring device can measure static loads.  

Item Similarity 
Channel Driftwood catchment Driftwood 

Length 
L (m) 

Width 
B (m) 

Height 
hc (mm) 

Width 
bc (mm) 

Interval 
wc (mm) 

Length 
l (mm) 

Diameter 
d (mm) 

Model 1/20 3.4 0.3 150 290 40 120 5.5 

Real 1 68 6 3000 5800 800 2400 110 
 

Table 1. Experimental condition 

Slope θ (°) Rate of flow Q (L/s) Number of driftwoods Repetition 

1.0 2.3 100 5 

2.0 4.7 200 5 

3.0 6.9 300 5 
 

Table 2. Experimental case 
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3 EXPERIMENTAL RESULTS 

3.1 Driftwood groups flow 

The flow state was considered when the flow 
rate was varied. Similar trends were observed 
even when the number of driftwood and the 
gradient were changed; thus, in this chapter, the 
flow state is shown under the following 
conditions: number of driftwood n = 200, 
gradient θ = 3°, flow rate Q = 2.3 L/s, 6.9 L/s. 
Figures 6 and 7 show the situation just before 
the driftwood hit the catchment model. By 
setting the initial time as t = t0 s, all images were 
compared in the same time series. The height 
at which the driftwood reached its highest point 
was the dam-rise height, ht. Various heights 
were measured using image analysis software k-Software (Kato Kogyo Kenkyusha). 
Figures 6 shows the situation in which is Q = 2.3 L/s. Figures 6(a) shows the initial state 
(t = t0 s). In Figures 6(b) (t = t0 + 1.12 s), the driftwood group reached the driftwood 
catchment model just before colliding with it, and the flow depth was hf = 12 mm. In Figures 
6(c) (t = t0 + 1.36 s), after the driftwood group collided, the subsequent driftwood 
accumulated, and the driftwood climbed up the dam, reaching the highest point (ht = 60 
mm). The dam rise height and hydraulic jump were smaller at low flow rates than under 
other experimental conditions. In Figures 6(d) (t = t0 + 10 s), the driftwood was captured, 
and water accumulated behind it, generating hydrostatic pressure, and the deposition 
height was hs = 56 mm. Photo 4 presents the situation in which is Q = 6.9 L/s. Figure 7(a) 
illustrates the initial state (t = t0 s). In Figure 7(b) (t = t₀ + 0.32 s), the driftwood group 
reached the driftwood catchment model just before colliding with it, and the flow depth was 
hf = 24 mm. In Figure 7(c) (t = t0 + 0.64 s), after the driftwood group collided, the 
subsequent driftwood piled up and the driftwood went up the dam, reaching the highest 
point (ht = 112 mm). The driftwood collided with the driftwood capture model, and the 
subsequent driftwood pushed up the accumulated driftwood, reaching its highest point (ht 
= 112 mm). As the flow rate increases, the dam rise height and hydraulic jump also 
increase; therefore, if the flow rate increases beyond this value, the dam height may be 
exceeded. In addition, because driftwood catchment is aimed at preventing overflow, 
experiments with flow rates higher than this were not conducted. In Figure 7(d) (t = t0 + 
10 s), the driftwood is trapped, generating hydrostatic pressure, with the deposition height 
hs = 112 mm. It was found that driftwood flows downstream in a driftwood clump and 

h
w 

= 11 mm h
f 
= 12 mm h

t 
= 60 mm h

s 
= 56 mm 

h
w 

= 24 mm 
h

t 
= 112 mm h

f 
= 24 mm h

s 
= 112 mm 

Figure 6. θ = 3 °, Q = 2.3 L/s , n = 200 

(a) t = t0 
[s] (b) t = t0 + 1.12 [s] (c) t = t0 + 1.36 [s] (d) t = t0 + 10.0 [s] 

Figure 7. θ = 3 °, Q = 6.9 L/s, n = 200 

(a) t = t0 
[s] (b) t = t0 

+ 0.32 [s] (c) t = t0 + 0.64 [s] (d) t = t0 + 10.0 [s] 

Figure 8. Driftwood trapping efficacy 
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collides with driftwood catchments. It was 
also found that the shape of the driftwood 
clumps flowing downstream changed 
depending on the flow velocity and that 
there were differences in the flow 
conditions from the impact of the driftwood 
clumps to their deposition.  

3.2 Driftwood trapping efficacy 

Considering that the effect of the applied 
load is related to the trapping efficacy. The 
driftwood trapping efficacy is calculated as 
T (%). Figure 8 plots the driftwood 
trapping rates for all the cases. The 
driftwood trapping efficacy was greater 
than 70 % in all cases. 

3.3 Maximum impact Load 

The experimental results showed that 
after five runs, the behaviour in each case 
was almost identical. Similar behaviour 
was observed under other conditions; 
therefore, Figure 9 plots the relationship 
between load and time as a representative 
example. The load reaches the maximum 
value immediately after generation, which 
then gradually converges and settles at a 
certain load. Such load transitions can be 
divided into three sections on the time 
axis, the section from when the driftwood 
collides to when it reaches the maximum 
collision load, called the “impact zone”, the 
maximum impact load transitions to 
hydrostatic pressure, and the transition 
zone wherein the load transforms into 
hydrostatic pressure is called the 
“deposition zone.” Figures 9(a) and (b) 
show the relationship between load and 
time when is θ = 5 °, Q = 2.3 L/s, 6.9 L/s. 
The maximum impact load increased with 
the flow rate, and the impact zone was 
shortened. This was because the flow rate 
increased, and the driftwood collided 
faster. Moreover, the deposition zone was 
lengthened, because the amount of water stored in the driftwood changed depending on 
the flow rate. Figure 9(c) plots the relationship between load and time when is θ = 1 ° and 
Q = 6.9 L/s. The maximum load increased with the gradient. Based on these observations, 
we classified the relationship between the driftwood load and time into three zones: impact, 
transition, and deposition zones. Moreover, the three factors of the number of driftwood 
pieces, flow rate, and gradient significantly affect the response of the driftwood load. 

3.4 The effect of driftwood groups on maximum impact loads 

Figure 10 shows the relationship between maximum impact load and driftwood group velocity 

- : n = 100 - : n = 200 - : n = 300 

Figure 9. Load–Time Relationship  

(a) Q = 2.3 L/s, θ = 5 ° 

(b) Q = 6.9 L/s, θ = 5 ° 

(c) Q = 6.9 L/s, θ = 1 ° 
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for each gradient, with maximum impact load - driftwood group velocity for gradients θ = 1 °, 
3 °, and 5 °, respectively. When the flow rate was held constant and the number of driftwoods 
was focused on, it was confirmed that the driftwood group velocity tended to decrease as the 
number of driftwoods increased. However, the maximum impact load increased with the 
number of driftwoods despite the decrease in the driftwood velocity. The results showed that 
the velocity and maximum impact load tended to increase when the number of driftwoods was 
kept constant and the flow rate increased. When the number of driftwoods and flow rate were 
kept constant and the slope was varied, the driftwood velocity and maximum impact load 
showed an increasing trend. These results suggest that driftwood group velocity, a key factor, 
causes the maximum impact load. When the number of driftwoods was large, the velocity of 
the driftwood group decreased but the maximum impact load increased, indicating that the 
mass of the driftwood group affected the velocity and maximum impact load.  
Figure 11 indicates the relationship maximum impact between the load–deposition height for 
slopes θ = 1 °, 3 °, and 5 °, respectively. Figure 11(a) shows that the deposition height tends 
to increase with the number of driftwood pieces under low-flow conditions. However, no 
significant changes were observed in the maximum impact loads. However, as the flow rate 
increased, the deposition height increased with the number of driftwood pieces, and the 
maximum impact load tended to increase proportionally with the increase in the number of 
driftwood pieces. Figure 11(b) shows that under low-flow conditions, the relationship between 
the maximum impinging load and deposition height did not change significantly regardless of 
the number of driftwood pieces. However, as the flow rate increased, both the maximum 
impingement load and deposition height tended to increase as the number of driftwood pieces 
increased. Figure 11(c) exhibits a clear tendency for the deposition height and maximum 

Figure 10. Maximum impact load - Driftwood flow Velocity 

(b) θ = 3 ° (c) θ = 5 ° (a) θ = 1 ° 

(b) θ = 3 ° (a) θ = 1 ° 

Figure 11. Maximum impact load - Deposition Height 

Blue：Q = 2.3 L/s Yellow：Q = 4.7 L/s Red：Q = 6.9 L/s   

〇：n = 100 △：n = 200 ×：n = 300 

(c) θ = 5 ° 
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impact load to increase with the number of driftwood pieces and flow rate under all conditions. 
This result suggests that the relationship between deposition height and maximum impact 
load is most pronounced under high flow conditions.  

3.5 Comparison between design load and maximum load of experiment  

In the design of the driftwood catchment, a design that applies only a hydrostatic load is 
adopted, and the design formula is given by the following equation: 
 

𝑃ℎ =
1

2
∙ 𝛾𝑤 ∙ {(𝐻 + 𝐷ℎ) ∙ 𝐾ℎ𝑤}

2                (1) 

 
where, Ph: hydrostatic load (N), ɤw: unit weight of water (N/m3), H: dam height (m), Dh: 
overflow depth (m), Khw: hydrostatic coefficient (= 1.0). 
In design, the unit weight of water was set at ɤw = 11.17 kN/m3. Conversely, as water was 
used in this experiment, the water density was calculated as ρ = 1000 kg/m3. In addition, 
the combined value of dam height and overflow depth represents the water depth. 
However, the pileup height hs obtained from the experimental results were used in this 
experiment. Figure 12 shows the maximum impact load Pmax obtained from this 
experiment and the hydrostatic load Ph calculated using the design formula. The maximum 
impact loads were clearly larger. This shows the need to consider impact loads in relation 
to hydrostatic loads. 

4 EXAMINATION OF DRIFTWOOD GROUPS LOAD 

4.1 Relative differential pressure 

Figure 13 shows the relationship between the relative pressure difference ΔP and the 
wood flow velocity vwood. The relative pressure difference was calculated by subtracting 
the hydrostatic load Ph calculated from the design formula from the maximum collision load 
Pmax and dividing the result by the maximum collision load Pmax. This value is a 
dimensionless index that indicates the extent to which a purely dynamic collision load, 
excluding the hydrostatic load, accounts for the maximum collision load. As the wood flow 
velocity increased, the relative pressure difference approached 1.0. As the relative 
pressure difference is 0.86 or higher in all cases, it is believed that the maximum collision 
load is caused by fluid forces.  

Figure 12. Design load and Experimental load   

○：Maximum Load ●：Design Load  ○：Total Case 

Figure 13. Relative difference pressure 
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4.2 Evaluation of fluid forces  

Figure 14 shows the relationship between the maximum impact load and the flow velocity 
of the driftwood group. The data were organized according to the number of driftwood 
pieces. The results were obtained by applying a power approximation to each of the three 
datasets. These results show that there is a correlation between collision load and flow 
velocity. The exponent shown in Figure 12 is close to the square of the flow velocity, 
suggesting that the fluid force may be the main cause of the collision load.  
Compared the load of the driftwood group with the fluid force of the debris flow. The 
equation for the fluid force of the debris flow is as follows: 

 

 𝐹𝑓𝑙𝑜𝑤 =
𝛾𝑑

𝑔
∙ 𝑊 ∙ 𝐷𝑑 ∙ 𝑈𝑑

2    (2)  

 
Where, Fflow : debris flow fluid force (N), ɤd : unit weight of debris flow (N/m³), g : 
gravitational acceleration (m/s2), W : riverbed width (m), Dd : debris flow depth (m), Ud : 
average flow velocity of debris flow (m/s). 
Figure 14 plots the relationship between the value calculated from Eq.(2) and the flow 
velocity of the driftwood group. When calculating the value from Eq.(2), the flow depth hf 
and flow velocity of the driftwood group vwood obtained from this experiment were used for 
the debris flow depth Dd and the average velocity Ud of the debris flow. In this experiment, 
the density of water was used for the debris flow density ɤd/g. Many of the experimental 
values were approximately the same as the load of the debris flow fluid force. Although 
further consideration is needed regarding the evaluation of the detailed specific gravity 
and maximum impact load of driftwood groups based solely on debris flow fluid forces, it 
was confirmed that the evaluation of the acting load on driftwood groups based on the 
debris flow fluid force equation has a certain degree of validity. These results demonstrate 
that the design accuracy of driftwood catchments can be improved further by incorporating 
impact forces into the load acting on the driftwood groups. 

5 CONCLUSIONS 

This study characterized the impact loads acting on driftwood catchments by analysing the 
impact load factors of a driftwood group. The experimental results were compared based 
on the hydrostatic loads and forces of debris flow. 
1) When the driftwood flows as a group, it produces an impact load on the driftwood 
catchment. The load exerted by driftwood groups on driftwood catchments can be divided 
into three categories: impact, transition, and depositional zones. 

Figure 14. Maximum impact load - fluid force 

(a) n = 100 (b) n = 200 (c) n = 300 

○：Maximum Impact Load  -：Fluid Force 
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2) The maximum impact load due to the driftwood group was found to be affected by the 
number of driftwoods, the velocity of the group, and the height of the pile. The maximum 
impact load was clearly larger than the hydrostatic load. 
3) The maximum impact load was correlated with the velocity of the driftwood groups. This 
exponential relationship is like that of the debris flow fluid force, suggesting that 
hydrodynamic forces may be the main cause of the impact load. 
 
This study suggests that the impact load characteristics of driftwood groups may be 
caused by fluid forces. However, there are still many unresolved issues regarding the 
density of driftwood groups, the effect of driftwood shape, and fluid density , including 
scoured sand, which need to be investigated through experiments and analysis.  
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Abstract. Blast protection is critical for the safety and security of critical infrastructures, such 

as data centres and government facilities. One of the key components in blast-resistant 

structures is the blast door, which serves as a protective barrier against shock waves and 

debris. Traditionally, blast doors are typically designed with high safety margins, making them 

excessively heavy and costly due to increased material usage. To address this challenge, this 

study aims to optimize blast door designs by examining the effects of three key parameters: 

the number of stiffeners, panel thickness and the presence of ironmongery, on overall 

structural behaviour. Typically, blast doors are constructed using two steel plates reinforced 

with stiffeners, such as C-sections or I-beams, to withstand blast loads. To evaluate the 

structural behaviour of various design configurations under a bare charge blast, finite element 

analysis (FEA) simulations were conducted using OpenRadioss. Key performance metrics, 

including central deflection, deflection angle, and internal energy, were analysed to assess 

the blast performance. The findings from this study provide significant insights into the 

structural behaviour of blast doors, allowing us to identify an optimal configuration of stiffener 

count and panel thickness. This optimised configuration minimises material usage and overall 

weight while still maintaining structural integrity and compliance with safety standards. 
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1     INTRODUCTION 

     With an increase in war and terrorist attack occurrences all over the world, many critical 

infrastructures such as data centres and government facilities have become vulnerable targets 

[1]. Blast protection has become a crucial for these infrastructures to maintain their operations 

and minimise economic losses in the event of an attack. The blast door is a key component in 

blast-resistant structures as it acts as a shield against shock waves and debris. Many 

numerical studies have been conducted to investigate the effectiveness of various blast door 

designs, which generally fall into three categories. The first category consists of traditional 

designs which employ steel panels reinforced with stiffeners [2], [3], [4], [5]. In these designs, 

the stiffeners are typically C-sections or I-beams which enhance the structural strength of the 

door by distributing blast loads over a larger area. The second category comprises of 

reinforced concrete doors [6], [7] which rely on the mass of concrete to withstand blast impacts. 

The third category consists of novel designs incorporating a sandwich core [8], [9], [10], [11] 

which absorbs and dissipates blast wave energy, thereby protecting the structure from 

deformation. These cores can be made from materials such as honeycomb, auxetics, metal 

foams, rubber or damping mechanisms. 

     Existing numerical studies have primarily focused on modelling of the door panels and core, 

often neglecting other crucial components such as the ironmongery, which includes hinges 

and locking mechanisms. The role of ironmongery in blast performance remains largely 

unexplored, despite its potential impact on blast performance. Additionally, traditional blast 

door designs adopt high safety margins which often exceed the required safety standards and 

performance criteria. While this approach ensures the robustness of the door, it also results 

in an excessively heavy and costly design due to increased material usage [12], [13]. These 

limitations underline the need for a more comprehensive blast door model that incorporates 

ironmongery while optimizing material efficiency. 

     To address these limitations, this study aims to develop a more comprehensive blast door 

model which incorporates ironmongery to evaluate its impact on blast performance. This study 

also aims to optimize blast door designs by examining the effects of two key parameters: 

number of stiffeners and panel thickness, on overall structural behaviour. 

2     BLAST DOOR CONFIGURATIONS AND NUMERICAL MODELLING 

2.1     Blast Door Configurations 

     Two initial standard designs were examined in this study. The first design features C-

sections spanning horizontally between two panels. Each C-section has a depth of 50 mm and 

width of 100 mm, while each panel measures 2152 mm in height and 1052 mm in width. The 

configurations of the C-section model are labelled C0-C3 (Figure 1), where C0 represents the 

initial design. As shown in Table 1, the number of C-sections varies from 5 to 8, while the 

thickness of the panel varies from 9 mm to 6 mm. All the configurations include ironmongery, 

with an additional configuration excluding ironmongery denoted as C0-a (Figure 2). 

     The second design features I-beams spanning vertically between two panels. Each I-beam 

has a depth of 222.2 mm and a width of 209 mm, while each panel measures 5940 mm in 

height and 2740 mm in width. The configurations of the I-beam model are labelled I0-I3 (Figure 

1), where I0 represents the initial design. As shown in Table 1, the number of I-beams varies 

276



   
 

   
 

from 6 to 3, while the panel thickness varies from 10 mm to 13 mm. All the I-beam models 

include ironmongery, with an additional configuration excluding ironmongery denoted as I0-a 

(Figure 2). 

      

Figure 1. Various configurations of the C-section and I-beam model 

        

Figure 2. Initial designs with and without ironmongery 

Table 1. Number of stiffeners and panel thickness for each configuration 

Model Number of stiffeners Panel thickness (mm) Ironmongery included 

C0 5 9 Yes 

C1 6 8 Yes 

C2 7 7 Yes 

C3 8 6 Yes 

C0-a 5 9 No 

I0 6 10 Yes 

I1 5 11 Yes 

I2 4 12 Yes 

I3 3 13 Yes 

I0-a 6 10 No 
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2.2     Numerical Modelling 

     OpenRadioss [14] was used to simulate the response of various door configurations under 

a bare charge load. The doors are constructed of structural-grade steel S355, known for its 

good impact resistance and toughness. The strain rate effects were taken into consideration 

using the Johnson-Cook material model [15], with the governing equation (1) as follows: 

𝜎 = [𝐴 + 𝐵𝜀𝑛][1 + 𝐶 𝑙𝑛𝜀̇∗][1 − 𝑇∗𝑚]     (1) 

𝜀 is the equivalent plastic strain, 𝜀̇∗ =
�̇�

�̇�0
 is the dimensionless plastic strain rate for 𝜀0̇ = 1.0𝑠−1, 

𝑇∗ is the homologous temperature, and the material constants are represented by 𝐴, 𝐵, 𝑛, 𝐶, 𝑚. 

Table 2 lists the material’s mechanical properties and Johnson-Cook parameters. 

Table 2. Mechanical properties and Johnson-Cook parameters [16] 

𝜌 (𝑘𝑔/𝑚3) 𝐸 (𝑀𝑃𝑎) 𝑣 𝐴 (𝑀𝑃𝑎) 𝐵(𝑀𝑃𝑎) 𝑛 𝐶 

7850 210,000 0.3 350 234 0.643 0.076 

     All door components, including the panels, stiffeners, supports, ironmongery, were 

modelled using a standard eight-node solid element with a single Gauss integration point. A 

minimum of 3 elements was used to represent the thickness, with an element size not 

exceeding 10mm to ensure that the element thickness remains at least one-fifth of its in-plane 

dimension. Blast loading was modelled using /PLOAD which functions similarly to CONWEP 

[17] as both are intended to simulate the maximum blast pressure load on structures. /PLOAD 

applied a uniformly distributed pressure of 2 MPa on the target panel over a 3 ms duration, 

based on a realistic design scenario. 

     For boundary conditions, the door supports and hinge bolts were constrained to prevent 

translational movement, aligning with the case of a simply supported beam under a uniformly 

distributed load. General contacts between components were modelled using 

/INTER/TYPE24, while tied contacts were modelled using /INTER/TYPE2. Spot welds with a 

diameter of 26.6 mm, were placed at 200 mm intervals along the length of the stiffeners. The 

total duration of the simulation was 50 ms. 

     To evaluate the blast performance, three evaluation metrics were considered: central 

deflection, deflection angle and internal energy. The deflection angle corresponds to the ratio 

of the maximum central deflection at the centre of the door to its height (Figure 3). For 

structural steel doors, the deflection angle should not exceed 2 degrees as per the United 

Facilities Guide Specifications (UFGS 08 39 54) [18] to ensure the door remains functional 

after blast. 

 

Figure 3. Deflection angle 
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3     RESULTS & DISCUSSION 

3.1     Overall Structural Behaviour 

     Analysis of Figure 4 revealed a common observation across the C-section configurations, 

where majority of the deflection occurs at the centre of the panel. Areas of the panel not in 

direct contact with the stiffeners displayed greater deflections compared to areas in direct 

contact. This observation was evident in both the front and back panels. Amongst the various 

configurations, C2 displayed the largest deflection across the panel while C3 displayed the 

smallest. In Figure 5, the I-beam configurations revealed a similar pattern, with majority of the 

deflection occurring at the centre of the panel and greater deflections observed in areas not 

in direct contact with the stiffeners. Amongst the various configurations, I3 displayed the 

largest deflection across the panel while I0 displayed the smallest. 

 

Figure 4. Deflection of the front panel for C-section configurations C0-C3 at 10ms 

 

Figure 5. Deflection of the front panel for I-section configurations I0-I3 at 10ms 
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     Figures 6 and 7 illustrate the deflections of both C-section and I-beam models in the 

absence of ironmongery. In both cases, the deflection across the entire panel increased 

slightly when ironmongery was excluded. In Figures 8 & 9, the maximum plastic strain 

remained relatively unchanged when ironmongery was excluded. To determine the material’s 

yield strain, the yield strength is divided by the Young’s modulus, as obtained from Table 2. 

Since the maximum plastic strain did not exceed the material’s yield strain of 0.167%, the 

deformation remained fully reversible, and no permanent damage occurred. 

 

Figure 6. Deflection of C-section model with (C0) and without ironmongery (C0-a) at 
10ms 

 

Figure 7. Deflection of I-beam model with (I0) and without ironmongery (I0-a) at 10ms 
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Figure 8. Plastic strain of C-section model with (C0) and without ironmongery (C0-a) at 
50ms 

 

Figure 9. Plastic strain of I-beam model with (C0) and without ironmongery (C0-a) at 
50ms 

3.2     Deflection and Energy Response 

     In the C-section model, the maximum central deflection, deflection angle and internal 

energy increased gradually from C0 to C2, before decreasing at C3 (Table 3). This can be 

explained by the fact that the results only considered the deflection at the centre node of the 

panel. Since the placement of the stiffeners vary across configurations, the deflection at this 

node would naturally be smaller if it aligns directly with the stiffener, as this provides additional 

structural support. Across all configurations, the deflection angles were below 2 degrees. The 

smallest maximum central deflection and internal energy recorded were 22.50 mm and 43.70 

kJ respectively (Figure 10), noted in configuration C3 consisting of eight stiffeners and a 6 mm 

panel thickness. A similar trend was observed in the I-beam model. As shown in Table 3, the 

maximum central deflection and deflection angle increased from I0 to I2, with a notable spike 

between I1 to I2, before decreasing at I3. Across all configurations, the deflection angles were 

below 2 degrees. The smallest maximum central deflection and internal energy recorded were 
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55.70 mm and 188.00 kJ respectively (Figure 11), noted in configuration I0 which consists of 

six stiffeners and a 10 mm panel thickness. 

     When ironmongery was excluded from both models, slight differences in results were 

observed (Figures 10 & 11). In the C-section model, maximum central deflection and 

maximum internal energy increased by 4.28% and 2.75% respectively, while in the I-beam 

model, these values increased by 4.48% and 8.51%. This observation could be attributed to 

a reduction in the overall structural stiffness, as hinges and locking mechanisms contribute to 

the rigidity of the door. Additionally, ironmongery might have enhanced the damping within the 

door system, thereby reducing deflection. These observations suggest that incorporating 

ironmongery in numerical modelling has a small but measurable impact on blast performance. 

 

Figure 10. Central deflection of the C-section (left) and I-beam (right) configurations 

 

Figure 11. Internal energy of the C-section (left) and I-beam (right) configurations 
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Table 3. Maximum central deflection, deflection angle and maximum internal energy of 
various configurations 

Model 
Maximum Central Deflection 

(mm) 
Deflection Angle (°) 

Maximum Internal Energy 
(kJ) 

C0 31.30 1.67 44.30 

C1 45.80 2.44 49.50 

C2 49.00 2.61 51.80 

C3 22.50 1.20 43.70 

C0-a 32.64 1.74 45.52 

I0 55.70 1.07 188.00 

I1 57.70 1.11 272.00 

I2 102.00 1.97 348.00 

I3 86.20 1.66 399.00 

I0-a 58.20 1.12 204.00 

3.3     Optimal Door Configuration 

     With reference to Figure 12, the total weight of each door was calculated to determine the 

optimal configuration. The weight comprises of the door panels, core and supports. For the C-

section model, configuration C3 consisting of eight stiffeners and a 6 mm panel thickness was 

identified as the most optimal design. It demonstrated the smallest maximum central deflection, 

deflection angle and maximum internal energy, while also weighing the least. 

     For the I-beam model, configuration I3 consisting of three stiffeners and a 13 mm panel 

thickness, was identified as the most optimal design. Although it did not demonstrate the 

smallest maximum central deflection, deflection angle or maximum internal energy, it was the 

lightest configuration. Its deflection angle was also within the acceptable 2-degree threshold 

as specified by the UFGS design guide for blast resistant doors. Thus, this configuration would 

remain functional post-blast and represented as a viable design. 

     By adopting these optimised configurations, the weight of the C-section and I-beam doors 

could potentially be reduced by 21.53% and 12.57% respectively. This contributes to reduced 

material usage and cost while complying with safety standards and performance requirements. 

 

Figure 12. Total weight of each C-section (left) and I-beam (right) configuration  
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4     CONCLUSION 

     In this study, a comprehensive blast door model was developed by incorporating 

ironmongery, a component often overlooked in numerical simulations. Additionally, by 

examining the influence of stiffener count and panel thickness on overall structural behaviour, 

this study offered insights into the optimal design configuration of a blast door for balancing 

structural integrity and material efficiency. The key findings are as such: 

1. Incorporating ironmongery in numerical modelling has a small but measurable impact 

on blast performance. The results showed a minor reduction in maximum central 

deflection, deflection angle and maximum internal energy in the presence of 

ironmongery. 

2. In the C-section model, increasing stiffener count while decreasing panel thickness 

reduced maximum central deflection and deflection angle. The optimal configuration 

was identified as eight stiffeners and a panel thickness of 6 mm, bringing about a 

potential weight reduction of 21.53%. 

3. In the I-beam model, decreasing stiffener count while increasing panel thickness 

increased maximum central deflection and deflection angle. However, as the deflection 

angle was within an acceptable 2-degree threshold, the design remained viable. The 

optimal configuration was identified as three stiffeners and a panel thickness of 13 mm, 

bringing about a potential weight reduction of 12.57%. 

     It is important to acknowledge that this study modelled only the positive phase of the blast 

loading. As the negative phase was not considered, the influence of ironmongery on the 

overall blast performance of the door may not be fully captured. Furthermore, since these 

findings are derived from numerical simulations, future research should incorporate 

experimental testing to validate the reliability of these optimised design configurations. 
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Abstract 
An accidental release of flammable gas during transport may enable the formation of a 
premixed cloud of fuel gas and air on the road. In a confined or obstructed environment, 
combustion of such a gas cloud may result in a powerful vapour cloud explosion (VCE). On 
an open road, partial confinement or obstruction may occur due to the presence of vehicles. 
Indeed, the region between the vehicles and the ground, where the flow is largely two-
dimensional, is a likely source of strong blast. Fixtures on the road, such as noise barriers, 
may also enhance the strength of the resulting explosion. While VCEs in industrial settings 
have been extensively researched, little research work has been devoted to gas explosions 
in open traffic environments. Therefore, more research efforts in this type of environment are 
needed to complement the current knowledge. This article presents a numerical investigation 
of different geometrical parameters that influence the degree of confinement of gas clouds in 
a traffic environment. Several scenarios consisting of a stoichiometric mixture of propane and 
air engulfing a group of vehicles were studied. The parameters of interest were the uncertainty 
in the location of the vehicles, the influence of noise barriers, and the ground clearance. The 
investigation was conducted using Computational Fluid Dynamics. A considerable influence 
on the resulting explosion due to the variation of the three studied parameters was observed. 
Infinitely rigid noise barriers were shown to enhance the explosion strength by up to 30 %. 
Even barriers that failed at a low overpressure (5 kPa) enabled up to 20 % increase in 
overpressure. Likewise, varying the location of the vehicles (with regard to an ideal structured 
configuration) resulted in increased peak overpressure and impulse by approximately 30 % in 
the critical regions. Finally, in scenarios with a single vehicle, the maximum overpressure was 
found to decrease as the ground clearance increased. However, in cases with multiple 
vehicles, the overpressure increased with increasing ground clearance. Overall, the study 
highlighted the usefulness of Computational Fluid Dynamics methods for evaluating VCEs in 
traffic-related settings. 

1. INTRODUCTION 

In many countries, flammable gases, such as liquified petroleum gas (LPG) and liquified 
natural gas (LNG), are transported by road with high frequency and at large volumes. An 
accidental release of such a gas during transport may result in a catastrophic vapour cloud 
explosion (VCE). A VCE is defined as the violent combustion of a premixed cloud of a fuel 
gas and air that produces high values of overpressure and temperature. Furthermore, VCEs 
generate a blast wave that propagates away from the centre of the explosion, potentially 
extending the affected zone. 

A premixed cloud (also known simply as a gas cloud) is formed in conjunction with delayed 
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ignition, which allows for the leaking fuel gas to mix with the surrounding air. Given the right 
conditions, the cloud will disperse and engulf vehicles and other objects on the road and 
adjacent areas. The expansion of the cloud may enable the formation of pockets of flammable 
mixture in regions with a significant degree of confinement and congestion. These two factors 
play a vital role in the strength (i.e. the overpressure generated by the explosion) and overall 
characteristics of the resulting explosion. Confinement limits the free expansion of the flow, 
which boosts flame acceleration. The interaction of the flow with obstacles ahead of the flame 
produces turbulent vortices, which also contribute to flame acceleration. Hence, since the 
overpressure increases with flame acceleration, both confinement and congestion contribute 
to pressure buildup. 

In a traffic environment, regions with partial confinement or congestion may appear due to the 
presence of vehicles. In this article, a traffic environment is defined as a location on or near a 
road where a group of vehicles is likely to be present in the event of an unintended spill of a 
flammable gas. In this type of environment, the vehicles are the main or only source of 
confinement or obstruction, which makes them the likely centre of strong blast should the gas 
cloud be ignited. Indeed, in the region underneath tightly parked vehicles, the flow is confined 
by two parallel surfaces. Moreover, the interaction of the flow with the wheels and other 
components under the vehicles may enhance flame acceleration. Other road fixtures of 
significant size, such as noise barriers, may also provide partial confinement and thus have 
an impact on the resulting explosion. 

Structures near routes in which transport of flammable gasses is allowed may be affected 
either directly by the explosion or the ensuing blast wave. For the design of these structures, 
it is often necessary to estimate the characteristics of the resulting blast wave, which involves 
estimating blast wave parameters such as peak overpressure and peak impulse. A critical 
step in estimating the blast wave is the reliable prediction of the strength of the VCE. Because 
conducting experimental research is not possible in most situations, the best tools available 
for determining the strength of the VCE are codes based on Computational Fluid Dynamics 
(CFD). Indeed, several examples of evaluation of gas explosions using CFD are available in 
the literature. However, most of these studies are concerned with gas explosions in industrial 
settings, and only a few focus on gas explosions in traffic-related settings. Among the latter, 
two particular settings are the focus of most studies: vehicular tunnels, e.g. [1–3], and 
refuelling stations, e.g. [4–6]. In contrast, very few research efforts have been focused on 
accidental explosions in open traffic environments in which vehicles are the only or main 
source of confinement and congestion [5,7]. 

The work by Lozano [7] is a recent example of an investigation of the blast strength of gas 
explosions in an open road environment using CFD analysis. Several scenarios with a group 
of vehicles with different configurations and surrounded by a propane-air cloud with 
stoichiometric concentration were studied. However, due to the large amount of variables and 
scenarios studied, it was necessary to impose some limitations on the scenarios, such as 
regular traffic layouts and constant distance between the vehicles and the ground (ground 
clearance). Hence, it is necessary to explore the effects of such assumptions to complement 
the knowledge generated in [7]. 

This work evaluated gas explosions in traffic environments with a focus on different 
geometrical parameters that influence the degree of confinement of the gas cloud. Several 
scenarios in an open area consisting of a group of vehicles engulfed by a stoichiometric 
mixture of propane and air were studied. The parameters of interest included partial 
confinement caused by noise barriers along the road, variation of the spacing in a group of 
vehicles, and variation of the ground clearance under the vehicles. The goal was to quantify 
their influence on the resulting explosion in comparison to an ideal reference case and to 
characterize to what degree they are relevant. The study was conducted with CFD calculations 
using FLACS-CFD [8]. 
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2. METHODOLOGY 

2.1. Overview 

This work evaluated the effect of different geometrical parameters on the resulting gas 
explosion in a traffic environment. The hypothetical background is an unintended release of 
LPG during transport of the fuel by road. LPG was chosen as this is the most often transported 
fuel gas in Sweden and it is commonly adopted as the reference fuel for risk analysis related 
to transport of flammable gases in the country [9]. An illustrative example of the target scenario 
is given in Figure 1. In the figure, the flammable gas leaking from a road tanker mixes with the 
surrounding air to form a flammable mixture, which surrounds stationary vehicles on the road. 

 

Figure 1. Schematic example of a scenario of gas dispersion in a road environment relevant 
for the work in this article. The light green region is the dispersed cloud. The dark green region 
is the equivalent stoichiometric cloud assumed in the CFD model. 

The study was conducted using CFD calculations. This allows for evaluation of several more 
scenarios than what would be feasible with experimental testing. Furthermore, CFD 
calculations facilitate sampling of results across a greater number of points.  

The research was divided into three numerical campaigns, as described in Table 1. Further 
details about each campaign are provided in Section 3. 

 

Campaign No. scenarios Focus 

I 6 Effect of noise barriers along the road 

II 4 Uncertainty in the location of the vehicles 

III 10 Variable ground clearance 

Table 1. Summary of the different numerical campaigns in this work. 

 

Several simplifications were made to facilitate the modelling and evaluation of the studied 
scenarios. Firstly, the released LPG was assumed to consist of 100 % propane. This 
assumption was considered reasonable as LPG mixtures sold in Sweden are composed of at 
least 95 % propane. Secondly, the real dispersed gas cloud, which in reality has an arbitrary 
shape and non-uniform concentration, was modelled as an equivalent stoichiometric cloud 
with a rectangular shape, see Figure 1. Next, all vehicles were assumed to have equal shape 
and size, roughly representing a typical personal car. All dimensions were rounded to a 
multiple of 50 mm to facilitate a perfect match between the geometry of the vehicles and the 
calculation grid. Figure 2 shows the geometry of the mock-up vehicle. The ground clearance, 
h, was set to 0.30 m in Campaigns I and II. The effect of varying h was studied in Campaign 
III. Finally, the ignition point was placed at the edge of the group of vehicles, which produces 
the greatest overpressure in this type of scenario, according to [7].  
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Figure 2. Adopted geometry of the mock-up vehicle. 

2.2. CFD modelling 

The CFD calculations were performed using the finite volume code FLACS-CFD, v.22.1 [8]. 
The scenarios in FLACS-CFD can only be solved on a structured cartesian grid. To 
compensate for this limitation, the software uses the Porosity Distributed Resistance approach 
to account for the effects of sub-grid objects on turbulence generation and flame wrinkling. 
However, in this study care was taken to align the calculation grid to the geometry of the 
vehicles, which means that the porosity values in the studied scenarios were either 0 (i.e. 
completely blocked cell) or 1 (i.e. completely open cell).  

The calculation domain was divided into a core domain and a stretched domain, which 
surrounds the core domain on all sides. Only results within the core domain are considered 
reliable. The purpose of the stretched domain is to decrease the impact of the boundary 
conditions on the results within the core domain. The vehicles and undisturbed gas cloud were 
placed completely inside the core domain. A cell size of 50 mm was used within the core 
domain. Outside this domain, the cell size was gradually increased up to a maximum size of 
1.0 m. The ground and vehicles were modelled as perfectly rigid objects. Boundary conditions 
of type PLANE WAVE (non-reflecting) were used on all outlets. The Courant-Friedrich-Levy 
numbers were kept to their default values (CFLC = 5 and CFLV = 0.05). The initial fluctuating 
velocity was set to 1.0 m/s, according to the recommendations in [7]. The turbulence length 
scale was set to 50 % of the cell size. Calculations were carried out in parallel with 16 CPUs. 
The maximum overpressure was stored at all cells. All other outputs were stored at monitor 
points located at 0.18 m above ground and arranged in a structured pattern with a spacing of 
1.0 m in the horizontal plane. 

3. RESULTS AND DISCUSSION 

3.1. Campaign I: Effect of side noise barriers 

This campaign focused on the effect of noise barriers located along the road on the resulting 
explosion. The vehicles were arranged in a 2×3 layout (2 lanes × 3 vehicles/lane) with a 
regular spacing of 1.5 m. The cloud size for all scenarios was set to 25.4×13.1×3.6 m. The 
barriers were modelled with a length equal to the length of the calculation domain. That is, the 
barriers were assumed to be much longer than the line of vehicles. Most scenarios had one 
barrier placed at two meters from the nearest vehicles. However, one scenario had two parallel 
barriers with a distance of 14.0 m in between. In most scenarios, the height of the barrier, Hbar, 
was set to 3.0 m, which is a standard height for noise barriers in Swedish roads. However, 
Hbar was set to 4.0 m in one of the scenarios to investigate the influence of this parameter. 

Figure 3 summarises the scenarios in this campaign. The figure also presents the maximum 
value of peak overpressure (hereinafter also referred to simply as maximum overpressure) 
and the mean value of peak overpressure (hereinafter also referred to simply as mean 
overpressure) for each scenario. The maximum overpressure was calculated as the average 
peak overpressure over a volume of 1.0 m3 around the greatest value. This was done to 
smoothen out the pressure peak. The mean value of peak overpressure is defined as the 
average value of the peak overpressure inside a rectangular cuboid engulfing the group of 
vehicles. This cuboid extended 0.5 m from the edges of the group of vehicles in all directions. 
While the maximum overpressure is a measure of the strength of the localised external 
explosions, the mean overpressure is an indication of the strength of the global explosion. 
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Scenario Description  

I-01 No Barrier  

I-02 One barrier, Hbar = 3 m  

I-03 One barrier, Hbar = 4 m  

I-04 One barrier, Hbar = 3 m, Pbar.fail = 5 kPa  

I-05 Two barriers, Hbar = 3 m,   

I-06 One barrier, Hbar = 3 m, opposite ignition  

   

Figure 3. Scenarios in Campaign I: Overview and maximum and mean peak overpressure. 

As given in Figure 3, the reference scenario without barrier (scenario I-01) produced a 
maximum overpressure of 45 kPa and a mean overpressure of 25 kPa. Figure 4 shows the 
contour plot of peak overpressure for all scenarios in the campaign. The plot gives the peak 
overpressure at each point (x, y). It should be noted that the plotted values did not necessarily 
occur at the same time or at the same distance above ground. That is, the plot was “flattened” 
in time and space. The contour plots are similar in the sense that localised zones with high 
overpressure were obtained on the side opposite to the position of the ignition point. However, 
these areas with high overpressure were expanded by the presence of the side barriers, as 
evidenced by comparing scenario I-01 with scenarios I-02 and I-03. In scenario I-02, which 
has an infinitely rigid barrier with Hbar = 3.0 m, the maximum and mean overpressure were 
57 kPa and 31 kPa, which represents an enhancement of 27 % and 24 % compared to the 
reference case. Increasing the height of the barrier from 3.0 to 4.0 m (scenario I-03) introduced 
further enhancement up to 31 % and 32 % compared to the reference case. 

Figure 4. Contour plot of peak overpressure for the scenarios in Campaign I. The thick 
horizontal red lines give the position of the barriers. The red cross represents the ignition point. 

In scenario I-04 the barrier was set to fail at 5 kPa. Numerically, this was implemented by 
allowing sections of the barrier with length of 5 m to be removed from the calculations when 

(a) Scenario I-01 (b) Scenario I-02 (c) Scenario I-03 

   

(d) Scenario I-04 (e) Scenario I-05 (f) Scenario I-06 
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the pressure on the section exceeded the specified failure pressure. Even though the barrier 
failed relatively early, it still had a marked effect on the resulting explosion, although not as 
much as the cases with infinitely rigid barriers. The maximum overpressure increased by 
16 %, while the mean value increased by 20 %. The enhancement on the overpressure, 
despite the early failure of the barrier, was probably due to amplified turbulence in the flow 
ahead of the flame due to interaction of the flow with the barrier, which occurred before the 
pressure rose above the capacity of the barrier. 

The influence of a second barrier, placed on the opposite side of the road at seven meters 
from the nearest vehicle, was studied in scenario I-05. The results show that in the immediate 
vicinity of the group of vehicles the contour plot of peak overpressure is almost identical to 
that of scenario I-02. That is, the second barrier does not appear to have a significant influence 
on the explosion in the proximity to the group of vehicles. However, the overpressure 
increased closer to the second barrier, reaching values in the same order of magnitude as the 
maximum overpressure near the group of vehicles. This was likely due to the combined effect 
of interaction of the flow with the barrier (which magnifies turbulence) and reflection against 
the barrier. 

Figure 5 gives the peak overpressure and peak impulse at several monitor points located 
along a path in the y-direction at x = 8.7 m (same x-coordinate as the ignition point). Only minor 
difference can be discerned between the profiles of peak overpressure for scenarios I-02 and 
I-05 up to y = 9.0 m. From that point onwards, the second barrier in scenario I-05 clearly 
caused an increase in overpressure. That is, the influence of the barrier is noticeable within 
3.0 m from the barrier. In contrast, the peak impulse in scenario I-05 is greater at all plotted 
positions, although initially only about 5 % greater. This is mainly due to the additional impulse 
content in the wave reflecting off the barrier. Behind the second barrier, both the overpressure 
and impulse decreased drastically, below the levels reported for the reference case. Moreover, 
the results behind the barrier show minor variation until they approach the curve from the 
reference case at about y = 18.0 m. 

(a) Overpressure vs distance (b) Impulse vs distance 

  

Figure 5. Peak overpressure and peak impulse at selected monitor points for the scenarios 
in Campaign I. The points are located along a path at x = 8.7 m and z = 0.18 m. 

The greatest value of maximum overpressure was obtained in scenario I-06, in which the 
ignition point was placed on the opposite side, while maintaining the barrier at two meters from 
the closest vehicles. This means that the barrier was located in the zone where the greatest 
overpressure would have been nonetheless generated solely due to combustion across the 
group of vehicles. That is, this scenario gives the greatest overpressure overall because 
several enhancing factors acted simultaneously in the critical zones: flame acceleration 
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through congested region, turbulent flow near the barrier region, and reflection off the barrier. 
The maximum overpressure in this scenario was enhanced by 56 % compared to the case 
without barrier. However, it is interesting to notice that the mean value increased only by 16 %. 
This was because the overpressure behind the ignition point in scenario I-06 was low 
compared to the pressure behind the ignition point in scenario I-02. However, the 
overpressure behind the ignition point in scenario I-06 was still greater than in the reference 
case with no barrier. 

An interesting observation from the results presented in Figure 5 is that the height or failure 
pressure of the barrier in the scenarios with one barrier appear to have less relevance on the 
peak overpressure farther away from the explosion, which is evidenced by comparing the 
curves for scenarios I-02, I-03, and I-04, which come close together with increasing distance. 
Similarly, the failure pressure seems to lose relevance for the peak impulse far away, as 
discerned by comparing the results from scenarios I-02 and I-04. However, the impulse values 
for the case with Hbar = 4.0 m remained greater than that for I-02 at all plotted distances.  

The greatest peak impulse in the positive y-direction outside the vehicle cluster was obtained 
in scenario I-06. This was mainly due to the reflected wave traveling from the barrier. This 
reflected wave is present in the other scenarios, but it is most significant in I-06. While the 
reflected peak is smaller than the main peak overpressure (hence, not visible on Figure 5(a)), 
its impulse content is relatively large compared to the impulse content in the main peak. 

3.2. Campaign II: Effect of spacing of vehicles 

In studies concerning explosion risk in traffic conditions, it is common practice to assume 
regular spacing of vehicles. In [7], for instance, even though the effects of the spacing between 
vehicles across different scenarios were investigated, the spacing was kept regular and 
constant in both directions within a given scenario. The advantage of this assumption is that 
it reduces the amount of variables considered. However, in any real traffic situation, the clear 
distance between cars in fact behaves similarly to a random variable, constrained mainly by 
the characteristics of the road, traffic conditions, and the size of the vehicles. 

This campaign evaluated the effect of the uncertainty of the location of the vehicles compared 
to an ideal arrangement of 3×3 vehicles with regular spacing of 1.5 m in both directions. The 
cloud dimensions were set to 25.4×16.4×3.6 m in all scenarios. In two scenarios, the spacing 
was multiplied by a random factor α characterised by a normal distribution with mean 
μα = 1.0 and standard deviation σα = 0.2. This gives a distribution of the spacing with mean 
1.5 m, 5th percentile of 1.0 m, and 95th percentile of 2.0 m. Finally, in one scenario, the 
spacing was kept constant (1.5 m), but the lanes of vehicles were staggered. 

Figure 6 summarizes the key overpressure values for the scenarios. The maximum peak 
overpressure appears to be particularly sensitive to the layout of the configuration. Hence, this 
value is reported in two ways: as an average over a volume of 0.1 m3 around the peak value, 
and as an average over a volume of 1.0 m3 around the greatest value. It can be seen that both 
randomised scenarios produced greater values of maximum overpressure than the reference 
case (scenario II-01). Scenario II-02 gives the greatest maximum overpressure overall, with 
an enhancement of around 26 % over the reference case. The case with staggered lanes 
produced a maximum overpressure (when averaged over 1.0 m3) which is slightly less than 
the refence case, although the maximum value when averaged over 0.1 m3 is still 15 % 
greater. In general, the values of maximum overpressure averaged over 0.1 m3 showed 
greater deviation from the reference case than when averaging was done over 1.0 m3. This 
shows that the main effect of the uncertainty of the location of the vehicles lies on the localised 
zones of high pressure. In contrast, the mean value of peak overpressure remained virtually 
constant regardless of the spacing or location of the vehicles. This indicates that for points 
located in the far-field, the exact spacing may not be relevant, as long as an appropriate 
representative value is used in the evaluation of the explosion. 

Figure 7 gives the contour plot of peak overpressure. For all cases, it holds that the greatest 
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overpressure occurs in the zone opposite to the position of the ignition point. However, the 
shape and magnitude of this area is influenced by the location of the vehicles. While the 
contour plot of peak overpressure for the reference scenario in Figure 7(a) is symmetric 
around the y-axis, the other scenarios produced asymmetric contours, with some zones with 
greater overpressure and others with lower overpressure than the reference case.  

In scenario II-02 in Figure 7(b), the external explosion outside the rightmost column of vehicles 
is weaker than the corresponding location in Figure 7(a). This was likely caused by the first 
vehicle (bottom right vehicle) standing far apart from the others. Scenario II-03 in Figure 7(c) 
also shows weaker explosion in this area. In this case, the decrease in pressure was possibly 
due to the shorter length of the congested region in this part of the configuration. Conversely, 
the external explosion outside the middle column of vehicle is stronger for the two randomised 
configurations. In scenario II-02, this seems to be caused by the additional layer of wheels 
between ignition point and the external explosion (even though the length of the congested 
region was reduced in this case). In scenario II-03, it appears that an optimal arrangement of 
wheels between ignition point and the area with the greatest overpressure was achieved. 

   

 

Scenario Description  

II-01 Regular spacing  

II-02 Randomised scenario A  

II-03 Randomised scenario B  

II-04 Staggered arrangement  

   

   

   

Figure 6. Scenarios in Campaign II: Overview and maximum and mean peak overpressure. 

(a) Scenario II-01 (b) Scenario II-02 

  

(c) Scenario II-03 (d) Scenario II-04 

  

 
Figure 7. Contour plot of peak overpressure for scenarios in Campaign II. The red cross 
represents the ignition point. 
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Figure 8 gives the peak overpressure and peak impulse along a path in the y-direction at 
x = 8.7 m. The profile of peak overpressure from the two randomised scenarios are similar. 
However, the peak impulse from scenario II-02 is greater than that of scenario II-03 along the 
same path. The staggered scenario gives comparable results to the reference case. That is, 
it appears that the variation of the spacing is more important than shifting the lanes. 
Furthermore, the trend of the profile of peak overpressure and impulse remains similar for all 
cases. The uncertainty on the prediction of overpressure and impulse with regard to the ideal 
case seems to be in the order of -5 % to +15 %. This holds for most regions in the calculation 
domain, apart from the very localised zones with the greatest overpressure peaks. 

(a) Overpressure vs distance (b) Impulse vs distance 

  

Figure 8. Peak overpressure and peak impulse at selected monitor points for the scenarios 
in Campaign II. The points are located along a line at x = 8.7 m and z = 0.18 m. 

3.3. Campaign III: Effect of ground clearance 

In the parametric study carried out by Lozano [7], the ground clearance, h, was set to 0.30 m 
and kept constant throughout the study. The same ground clearance was used in the research 
carried out by Makarov et al [5]. Hence, this value of ground clearance has been previously 
considered a good representative value. However, the ground clearance is likely to vary within 
any group of vehicles. This campaign investigated the effect of varying this parameter. Five 
values of the ground clearance were evaluated: 0.15, 0.20, 0.30, 0.40, and 0.50 m. It is worth 
noting that, even though personal vehicles do not have a ground clearance as large as the 
greater values assessed here, these values do occur among larger types of vehicles, such as 
busses and trucks. 

Two settings were studied. A setting with one (1×1) vehicle and a gas cloud with dimensions 
8.8×5.8×3.6 m. The other setting consisted of three vehicles arranged side-by-side (3×1) and 
engulfed by a cloud with dimensions 8.8×10.4×1.8 m. The spacing between cars was set to 
0.5 m. The cloud dimensions were defined by assuming that the cloud extended two meters 
outside the group of vehicles in x- and y-direction.  

Figure 9 gives the maximum and mean value of peak overpressure for the studied scenarios. 
The maximum peak overpressure was averaged over a volume of 1.0 m3 around the peak 
value. The overpressure values were normalised with regard to the maximum overpressure 
of the reference unconfined case. The reference unconfined case had the same cloud and 
ignition location, but no vehicle was present. It is worth noting that the reference overpressure 
used for the scenarios with 3×1 vehicles is lower. This was due to the smaller height of the 
cloud in this case (1.8 m), compared to the height of the cloud used in the scenarios with 1×1 
vehicle (3.6 m). Figure 10 shows the contour plot of peak overpressure for some selected 
scenarios.  
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Figure 9. Overpressure as a function of the ground clearance in Campaign III. The 
overpressure was normalised with regard to the reference unconfined overpressure: 3.8 kPa 
for scenarios with 3×1 vehicles, and 6.2 kPa for scenarios with 1×1 vehicle. 

Figure 10. Contour plot of peak overpressure for scenarios in Campaign III. The red cross 
represents the ignition point. 

In the scenarios with 1×1 vehicle, both the maximum and mean peak overpressure appear to 
follow the same trend. The greatest values were obtained for the case with the smallest 
clearance (h = 0.15 m). These values are greater than the reference unconfined overpressure 
by 56 % and 25 %, respectively. In general, the pressure decreased as the ground clearance 
increased. For all cases, the maximum overpressure was at least 21 % greater than in the 
reference unconfined explosion. However, the mean overpressure was almost equal to the 
reference unconfined overpressure for the greater values of h. This may indicate that the 
influence of the confinement provided by the vehicle is not significant far away from the 

(a) 1×1 veh., h = 0.15 m  (b) 1×1 veh., h = 0.20 m (c) 1×1 veh., h = 0.30 m (d) 1×1 veh., h = 0.50 m 

    

 

(e) 3×1 veh., h = 0.15 m (f) 3×1 veh., h = 0.20 m (g) 3×1 veh., h = 0.30 m (h) 3×1 veh., h = 0.50 m 
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explosion. In Figure 10, it can be seen that the maximum overpressure was obtained in a 
localised zone just beyond the vehicle. Indeed, the greatest difference between cases 
occurred in this region. However, farther away (y > 10 m) the profile of peak overpressure 
shows minor difference, which indicates that the ground clearance losses relevance in the far-
field.  

Interestingly, the opposite trend was obtained for the scenarios with 3×1 vehicles. The lowest 
value of overpressure was obtained for h = 0.15 m, and it increased with greater h. However, 
the mean overpressure levelled off at h = 0.30 m, and no further increase was noticed for 
greater h. These results conflict with the commonly accepted understanding of confined 
explosions, in that a higher degree of confinement is expected to result in increased maximum 
overpressure.  

A potential explanation for this behaviour is that combustion under the vehicle does not 
develop in a pure two-dimensional environment. Furthermore, there are two main 
mechanisms contributing to pressure buildup: confinement and turbulence around the wheels 
and in the space between layers of vehicles. In scenarios with 3×1 vehicles, turbulence may 
have a greater weight on the resulting overpressure. Hence, a larger gas volume (due to a 
greater value of h) burning under turbulent conditions results in enhanced overpressure. On 
the other hand, in the scenarios with one vehicle, combustion under the vehicle is dominated 
by confinement, as there is a single layer of obstacles which the flame flows around, which 
explains the decrease in pressure for a decrease in confinement level.  

Considering that the greater overpressure was obtained around and beyond the third vehicle 
(furthest from the ignition point), another explanation could be related to the amount of 
unburned gas pushed out from the region underneath the vehicles. The expelled unburned 
gas subsequently explodes in a highly turbulent region outside. A greater ground clearance 
allows for a larger volume to explode outside and therefore leads to greater overpressure 
values. 

In general terms, the results indicate that h = 0.30 m is a suitable representative value for this 
type of explosion scenarios. In cases with several personal vehicles, this value would produce 
conservative results compared to smaller (and more likely) values of ground clearance. In 
contrast, this value would underestimate the overpressure if the real ground clearance were 
greater. However, personal cars with greater ground clearance are not likely to be found on 
urban roads. Furthermore, the effect on the mean peak overpressure was seen to remain 
neatly constant for h > 0.30 m. In scenarios with one vehicle, using h = 0.30 m may 
underestimate the overpressure. However, the overpressure values are relatively low for 
these scenarios, and they might not become the decisive loading conditions. 

4. CONCLUSION 

This article employed Computational Fluid Dynamics (CFD) to conduct a numerical 
investigation of different parameters contributing to or affecting confinement and congestion 
in the event of a gas explosion on a road. The studied parameters included: noise barriers 
along the road, uncertainty in the location of the vehicles, and ground clearance. Each 
parameter was evaluated in a separate numerical campaign consisting of several scenarios 
with a group of vehicles engulfed by a stoichiometric mixture of propane and air. All three 
studied parameters had a clear effect on the resulting explosion and may enhance the 
explosion strength given the right conditions. 

An infinitely rigid noise barrier on one side of the road was shown to enhance the explosion 
strength by up to 30 %. A higher barrier was found to produce greater overpressure. Even if 
the barrier failed at a low overpressure (5 kPa), a clear increase of the explosion strength was 
observed, although less so than for an infinitely rigid barrier. For the adopted geometrical 
conditions, the influence of the barrier was the most significant within three meters from the 
barrier. Furthermore, compounding of the effects of the barrier (i.e. turbulence enhancement 
and reflection) and other enhancing factors was found to increase the pressure further.  

296



 

Randomised location of the vehicles with regard to an ideal structured arrangement was found 
to have the potential to increase the maximum values of overpressure and impulse by up to 
30 % in critical localised regions. This effect was most significant along paths in which the 
number and relatively location of the obstacles interacting with the flame front were optimised 
for flame acceleration. In general, it appears that the uncertainty in prediction from the ideal 
case lay in the range from -5 % to +15 %. 

Finally, in scenarios with a single vehicle, the maximum overpressure was found to decrease 
as the ground clearance increased. This agrees with commonly accepted consensus on 
confined gas explosions. However, in cases with three vehicles, the overpressure increased 
with increasing ground clearance. This is attributed to the interplay between confinement and 
congestion. In cases with three vehicles, the interaction of the flow with obstacles, which 
enhances turbulence, may be the dominant effect. In this case, greater volume in the region 
under the car allow for grater gas volume to burn in a highly turbulent regime. Altogether, a 
ground clearance of 0.30 m was found to be a good representative value of this parameter for 
evaluation of gas explosions on a road. 

In general, the study showcased how CFD methods could be used to investigate vapour cloud 
explosions in non-traditional settings as a substitute to experimental research. 
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Abstract 
 
Vehicle security barriers preventing the entry of vehicles into pedestrian zones can effectively 
mitigate terrorist attacks by vehicle-ramming. The performance of barriers against vehicle 
impact can be certified through physical tests using real vehicles of given UNECE categories 
following ISO 22343 (2023). Due to a high cost, the number of performed crash-tests is very 
limited and cannot cover all impact scenarios of interest for the assessment of a barrier 
performance.  
 
The use of numerical simulations seems to be the most appropriate way to enhance the 
physical testing approach, since they are more accurate than simple analytical methods and 
more cost efficient than experiments. Over the last decades, the automotive industry and 
associated research communities have developed efficient numerical simulations tools to 
analyse the vehicle impact, related to the passenger’s and vulnerable road users’ safety. With 
some adjustments, these simulations methods and tools can be directly transposed to the 
analyses of vehicle impacts on security barriers.  
 
The numerical vehicle models used for passengers’ safety are far too detailed and too specific 
than needed for vehicle ramming applications. Namely, in our domain of interest, the objective 
of the simulation is to assess the performance of a barrier not a passenger safety. In addition, 
a barrier’s performance needs to be assessed for an entire category of vehicles, not for one 
specific vehicle.  
 
Therefore, for simulating vehicle impacts on security barriers several generic vehicle models 
have been developed to represent vehicles of a broad range of categories (from 3.5t to 30t 
trucks). These models are generic in the sense that they do not represent a specific vehicle 
brand, but are representative of one specific category among those defined by the standard 
ISO 22343. In addition, they are adjustable through a set of parameters, so that their 
properties could fit to various vehicle configurations. In particular, the mass of the vehicle, 
including its distribution, the main vehicle dimensions (length, width, etc.) and mechanical 
characteristics related to the crash behaviour can be varied. 
 
In this communication, several numerical simulations using the generic vehicle models are 
presented. Model validation with experimental results and sensitivity analyses of vehicle 
characteristics and impact configurations are discussed. It is shown that there are several 
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crucial vehicle properties, which can significantly influence the crash behaviour and therefore 
the load on a security barrier subjected to an impact. 

1 INTRODUCTION 

 
For vehicle barriers to serve as an effective mitigation solution, they must be designed, 
produced, and installed to protect against specific levels of threats related to vehicle category 
and impact velocity, general methodology for protecting public spaces being provided by [1] 
and [2]. Commonly, the performance of security barriers can be certified through physical 
tests, following the ISO standard [3]. However, the crash experiments are relatively expensive 
and are not suitable for testing many different impact scenarios. Therefore, numerical 
simulations can provide a cost-efficient assessment of barrier performance, complementary 
to physical testing. 
 
For the crash-test certified barriers, numerical simulations could be used to assess a barrier 
performance for a larger spectrum of possible impact scenarios (e.g. impact speed, angle, 
specific site conditions, etc.), for physical tests would be economically inefficient. 
 
While the ISO standard [4] recognises the usefulness of the Finite Element Analysis (FEA) 
during the design process, it considers at the same time that: “the current level of 
sophistication of such models is low with limited validation against full-scale impact tests and 
poor understanding of the limitations of using mathematical formulae in a dynamic impact 
where many of the variables are still to be ascertained or understood” (citation from [4]). 
Therefore, the standard allows the use of numerical models only for a certification of a barrier, 
which underwent only minor changes from the design already crash-tested before. With other 
words, according to the ISO standard [4], the FEA is not considered as mature enough in 
order to play a significant role in a barrier certification process. Hence, more effort is needed 
from the research community to make the numerical tools more reliable.   
 
In addition, it is important to stress that in some cases, the authorities cannot afford to protect 
all the sites by using certified solutions. For these cases, numerical simulations could be used 
to assess the protection performance of the existing urban furniture (e.g. benches, planters, 
etc.), which cannot be certified as security barriers, but could still provide a certain level of 
protection through deterrence. 
 
For performing a complete full-scale simulation, it is necessary to develop adequate models 
of the three main subsystems: the impacting vehicle, the barrier system and the surrounding 
environment. From the modelling perspective, the most challenging subsystem is by far the 
vehicle model. This is because of the complexity of vehicles’ crash behaviour, where there are 
many components interacting with each other and undergoing very large deformations.  
 
Moreover, a correct modelling of the vehicle crashing is crucial for the determination of the 
load imposed to a barrier. Even if the barrier itself is usually a much simpler structure 
compared to a vehicle, the modelling of the interaction with the surrounding soil or other 
structures in the vicinity is not simple. The general methodology on modelling of the coupled 
system is presented in [11]. 
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Since vehicle-ramming threats are most usually defined in terms of a vehicle category, not in 
terms of a specific vehicle brand and model, it is convenient to use “generic vehicle models” 
to perform numerical crash simulations. These models are not brand specific and are 
adjustable to represent a wide range of vehicle configurations. Recently, three different 
generic vehicle models have been developed by the European Commission [13], 
corresponding to the following categories:  

i) N1 (≤3.5t trucks, [8]),  
ii) N2A, N3C and N3D (7t to 12t trucks, [9]) and  
iii) N3G (≤30t trucks, [10]).  

 
Two main approaches are considered: a full simulation approach, which requires detailed 
information about the barrier and its foundation [11], and a simpler uncoupled approach, 
according to which the barrier is considered undeformed during the impact [12]. The 
assumption of undeformability is rather realistic for barriers designed and certified for a given 
impact scenario, for which they undergo very little deformation. For these configurations, the 
numerical simulation models can be simplified by considering barriers as rigid. 
 
The vehicle impact load is characterized by using generic vehicle finite element models used 
for calculating impact forces subjected to the barrier. The impact force is a function of time, 
but can also be analysed with a response spectrum to estimate the "dynamic load factor" 
(DLF). The DLF can be used to estimate an equivalent static load, allowing for a rough and 
fast assessment of the barrier performance. 
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2 METHODOLOGY FOR FULL-SCALE IMPACT SIMULATIONS  

The methodology is summarized in the Figure 1. In the following subsections, the main 
steps of the methodology are briefly presented. 
 

 

Figure 1. Schematic presentation of the general methodology [11] for assessing the 
performance of security barriers subjected to vehicle impacts. 
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2.1 Development of numerical models  

The first step in the process involves defining the numerical models for each subsystem. A 
modular modelling approach is recommended, which involves dividing the full model into 
several sub-models: vehicle, barrier system and surrounding soil. 
 

Numerical vehicle model: 
The numerical vehicle model should preferentially be a “generic vehicle model” (see the next 
Section), adapted to represent an entire category not only a specific brand and model.  

Numerical model of the vehicle security barrier: 
The vehicle security barrier (VSB) itself often needs to be modelled individually based on the 
technical details of the barrier. The numerical model shall reproduce the shape, mass and the 
mechanical behaviour by representing the connections and interactions between the 
components, e.g., fixation/anchoring, joints and possible contacts between barrier, vehicle, 
soil and road infrastructure. Appropriate material formulations are needed to represent the 
material behaviour (e.g., non-linearity and failure).  

Numerical model of the soil domain: 
An appropriate setup of the soil domain is needed selecting appropriate material properties. 
Testing of the site soil conditions might be necessary for accurate characterisation of the 
material properties. If site-specific information is not available, literature-based assumptions 
can be made, accompanied with sensitivity analysis covering potential soil properties’ effects. 
The geometrical shape of the soil domain can be quite simple in topology, e.g., rectangular. 
However, special care shall be taken to select appropriate edge distances between the 
foundation and the outer limit of the soil domain. Together with the size of the soil elements, 
sensitivity studies should be used to determine a suitable soil setup.  

 

2.2 Model verifications 

The vehicle model can be verified according to the standard EN 16303:2020, for simple 
conditions (e.g. idle, linear track or curb test). Regarding the impact behaviour, the 
verifications should be qualitative, controlling the consistency of the overall behaviour and 
quantitative, based on energy balance analysis for each sub-model (i.e. vehicle, barrier and 
soil). Model verifications can help to detect eventual modelling errors and they should be 
applied to all types of configurations of interest. 

 

2.3 Model validation 

The main difficulty of the model validation concerns the limited access to experimental data. 
As mentioned before, crash tests are relatively expensive and are never performed in a large 
quantity. In addition, the tests are most commonly instrumented in order to assess the 
performance of the barrier under impact and very little information is available on the vehicle’s 
deformation. 

Nevertheless, when a crash-test video is available, it is always possible to compare the overall 
behaviour of a vehicle and to estimate the deceleration at various points (e.g. [9]).  

 

2.4 Sensitivity analyses  

Since it is difficult to use extensive validation data, sensitivity analyses are strongly 
recommended in order to characterize better the properties of the model. 
 
Sensitivity analyses can have various objectives, such as: 
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• studying the influence of the impact scenarios on the barrier performance, e.g., vehicle 
velocities, vehicle mass, impact angle, vehicle type 

• studying the influence of the barrier setups and boundary conditions, e.g., other 
possible soil types, interaction with different traffic infrastructures, 

• strengthening the verification and validation by assessing quantitatively the effects of 
different parameters  

• assisting the design of impact tests. 

 

2 GENERIC VEHICLE MODELS 

 
The aim of generic vehicle models is to represent a group of vehicles of a given category as 
defined in the standard [3] and not only one specific vehicle. For this reason, only the features 
of the vehicle structure, which are brand and model independent and it is present (in some 
form) on any vehicle in its category are included in the model. Another aspect, which governs 
the decision, which parts of the vehicle should be included and which should be omitted, is 
the requirement for the computational efficiency of a simulation.  
 
The vehicle models considered here are designed specifically for virtual barrier testing. Unlike 
typical vehicle models used for passive safety assessment, they do not need to represent 
components that have negligible impact on crash behaviour. As a result, the model includes 
only the components that are crucial for crash stiffness and vehicle mass distribution, ensuring 
the vehicle model can accurately simulate the impact on the barrier. In addition, the crash 
effects of parts, which do not (or very little) contribute to the overall behaviour of the vehicle 
impact behaviour, like interior trims and components (e.g. dashboard, seats), are unimportant 
for these analyses and do not need to be represented in the model. However, in the used 
models the total mass is preserved by increasing the mass of other modelled components.  

 
According to these guidelines, three different generic vehicle models have been developed by 
the European Commission, corresponding to the following categories: a) N1, b) N2A, N3C 
and N3D and c) N3G, see Figure 2.  
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a)  b)  
 

c)  
 

Figure 2. Three different generic vehicle models for the following categories as defined by the 
ISO standard [3]: a) N1 (≤3.5t trucks), by) N2A, N3C and N3D (7t to 12t trucks) and c) N3G 
(≤30t trucks). 

 
The parametric nature of these models allows manipulating key vehicle attributes such as 
mass distribution, dimensions, suspension properties and crash-related stiffness to accurately 
represent a vast range of real vehicles within a specific category. This flexibility is achieved 
by defining parameters for these attributes, which can be easily adjusted to simulate different 
vehicle configurations, conditions and impact scenarios, thus broadening the scope of barrier 
performance assessments beyond the limitations of physical crash tests. The parametric 
approach also enables the models to account for the inherent variability in vehicles' age and 
condition, which can significantly influence their behaviour in a crash scenario.  
One of the significant advantages of parametric generic vehicle models is the potential for 
conducting sensitivity analyses, which can enable a comprehensive understanding of barrier 
performance under different conditions.  
 
All the three presented models are tested through crash-test simulations ([8], [9], [10]). The 
performance of the models to replicate correctly an impact on a bollard is assessed by 
comparisons to experimental data extracted from crash-test videos. It is important to stress 
that the experimental data available is very scarce, so the model must be thoroughly checked, 
because certain errors could be hidden if the simulations were compared only to the test data.  
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3 IMPACT LOAD CHARACTERIZATION 

3.1 Vehicle crashing behaviour 

 
A vehicle ramming threat is usually defined only by the vehicle category, its total mass and 
the impact velocity. However, the actual load on a barrier (e.g. a bollard) also depends on the 
mass distribution, the stiffness of different vehicle components, and the connections between 
these components. The most important component for the crash behaviour is the frame (i.e. 
the chassis), composed of two longitudinal beams, connected with several cross-members 
and to which all other components are connected directly or indirectly (Figure 3). During an 
impact on a rigid barrier, the frame absorbs the largest part of the total energy. Its overall 
crushing mechanism and strength directly determine the impact duration and, consequently, 
the average impact force. The stiffer the frame, the shorter will be the impact duration and the 
higher the average force for the same initial vehicle velocity.  

 

 
Figure 3. Bottom view of the generic vehicle model for categories N2/N3. Two main 
components in terms of the crash behaviour, the frame and the engine, are highlighted. 

 
The impact forces also depend a lot on the engine (Figure 3), which is a relatively big, heavy 
and rigid component, and it is very different from all other components in terms of energy 
absorption. In typical configurations (e.g. [5], [7], [12]), the engine is responsible for the highest 
force peak acting to the barrier. At the same time, the stiffness of the engine cannot be 
assessed with accuracy, which means that the computed peak forces in a simulation might 
not be realistic. 

 

3.2 Barrier response 

 
The barrier dynamic response depends not only on its design (dimensions, materials, etc.), 
but also on its interaction with the environment through its foundation, which can be of very 
different types (shallow, deep, etc.). Simulating the entire system barrier-foundation-
environment is feasible, but requires a lot of input information, in addition to being 
computationally costly [11].  
 
In order to obtain a conservative estimation of a vehicle impact load, it is convenient to assume 
that the barrier undergoes a very small deformation, not affecting the crashing behaviour of 
the vehicle. Under this assumption, the impact force-time load is independent from the 
barrier’s dynamic response and can be computed by a simulation assuming a completely rigid 
barrier.  
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The assessment of the barrier response to the impact can be done by the so-called “equivalent 
static force” approach, according to which a static force is determined to induce the same 
maximum deformation of the barrier as the direct dynamic analysis approach [12]. 
 
Although the “equivalent static force” approach is much less accurate than the fully coupled 
simulation approach, especially for barrier systems expected to undergo multimodal dynamic 
responses or non-linear deformations, it is more practical for rapid assessment and can help 
in selecting the most critical vehicle impact scenarios for a given barrier. 
 
Additionally, it is important to note that using the perfect rigidity assumption to determine the 
force history for flexible barriers overestimates the force amplitude, ensuring the conservatism 
of the approach (e.g. see [6]). 
 
 

4 RESULTS AND DISCUSSION 

 
The objective of the presented numerical simulations is to assess the sensitivity of the impact 
load on a rigid barrier of different crash configurations. A N2A vehicle configuration is studied, 
using the model developed in [9] and assuming the impact velocity of 48 km/h. 
 
As it is shown further on, the relative vehicle-bollard position changes significantly the crashing 
stiffness of the vehicle reflected by significantly different force-time functions, even if the initial 
vehicle velocity and mass are kept the same. 

 

 
Figure 4. Numerical model for the vehicle categories N2A, N3C and N3D, together with a 
bollard, considered undeformable in this study. 

 
The N2A category corresponds to a family of medium heavy trucks, with maximum mass of 
7.2t ISO 22343 (2023). The basic characteristics of the model used are the following: 
 

• Wheelbase (horizontal distance between the front and rear wheels):  5090 mm 

• Vehicle length: 8500 mm 

• Total mass (vehicle, including cargo): 7200 kg 

 
All the details on the used generic vehicle model (Figure 4) are available in [9]. 

 
Several relative bollard-vehicle positions were analysed. In addition to the baseline “centred” 
scenario, the positions where the bollard-to-vehicle centre distance is equal to: 150mm, 
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400mm and 750mm (Figure 5) were also considered. The distance of 400mm corresponds to 
a position of the bollard aligned with one of the frame longitudinal beams (i.e. “beam-centred”), 
the distance of 150mm corresponds to a “non-centred” scenario and the distance of 750mm 
corresponds to a situation where the vehicle hits a bollard with the part external to the frame 
longitudinal beams.  
 

 
 

 
Figure 5. Four impact scenarios analysed with the N2A model. The considered bollard 
distances from the vehicle symmetric axis are: 0mm (“centred”), 150mm, 400mm (“beam-
centred”) and 750mm (“outlying”). On the top, the whole model and in the bottom, the 
vehicle without the cabin are shown in a top view. 

 
The Figure 6 shows the deformed states of the vehicle after the impact for the various 
scenarios. As expected, the more the bollard is distanced from the symmetric axis of the 
vehicle the more the vehicle exhibits rotation around the vertical axis. In the 0mm (“centred”) 
and 150mm (“non-centred”) scenarios, the engine hits the bollard directly, whereas in the 
scenarios 400mm (“beam-centred”) and 750mm (“outlying”) it rather slides along. 
The direct shock of the engine to the bollard creates the highest force peaks for the 
configurations 0mm (“centred”) and 150mm (“non-centred”). Nevertheless, for the 400mm 
“beam-centred” scenario, the force peak is even higher, due to the stiffness of the frame 
beams.  
It is important to stress that the vehicles heavier than 3.5t usually do not have shock absorbers 
like passenger vehicles or N1 vehicles, since from the road safety perspective they are more 
considered like “threats” than “victims”. As a consequence, the frame beams exhibit a very 
stiff shock behaviour. For the 750mm (“outlying”) scenario, the force peak is due to the bollard 
interacting with the first wheel axle, which leads to lower peak values. Due to the rotation 
around the vertical axis of the vehicle during impact, the friction interaction with the ground 
becomes significant for the 750mm (“outlying”) scenario, leading to a reduced load on the 
barrier. 
 
The “equivalent static load” is also presented in the Figure 6. The results show that the 
“equivalent static load” is strongly dependent on the barrier’s natural frequencies. However, 
the natural frequencies of a barrier are not easy to be determined because they can be 
significantly influenced by the barrier’s foundation design and the surrounding soil conditions. 
If the bollard considered in this study was perfectly anchored in the ground, its first natural 
frequency is expected to be between 80Hz and 120Hz, depending also on the material used 
(usually a bollard is a steel shell filled with concrete). Due to the foundation flexibility, the first 
natural frequency of the bollard system could be much lower. On the other hand, the natural 
frequencies could be also higher for different bollard geometries (e.g. a bigger diameter). 
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Figure 6. Vehicle deformed state (left columns) during the impact for four studied scenarios 
shown in Figure 5: 0mm (“centred”), 150mm (“non-centred”), 400mm (“beam-centred”) and 
750mm (“outlying”). On the left, the whole vehicle is shown and, in the middle, the full frame 
and the engine with the driveline are visible. The force-time plot (top right) and the “equivalent 
static force” are also shown on the right.  

 

4 CONCLUSION 

The generic vehicle models have been developed for simulating impacts on security barriers. 
They are a key ingredient in a general methodology, according to which the performance of a 
security barrier can be assessed by a full-scale simulation based on three distinct subsystems: 
the vehicle, the barrier and the surrounding soil.  
 
In a first approximation, the barrier can be considered as rigid in comparison to the vehicle, 
which allows performing vehicle impact simulations without modelling explicitly the barrier and 
its surrounding soil. In this framework, the impact load can be characterized in terms of force-
time functions or an “equivalent static force”, a further simplification. 

 
The conducted sensitivity studies lead to the conclusion that the impact load on a security 
barrier depends a lot on the vehicle crash-stiffness, not only on the impact velocity and on the 
total mass of the vehicle. In particular, the study shows that only a slight shift of a vehicle-
bollard impact from the vehicle centre leads to a significant change in the vehicle response 
and thus in the load on the barrier.  
 
Further and extensive sensitivity studies are necessary for a full understanding of loads on 
security barriers in case of vehicle impacts. 
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Abstract 
This paper considers the design, construction and testing of a cable fence system as a vehicle 
security barrier (VSB) to resist the impact of a vehicle to comply with existing international test 
standards. However, the cable fence barrier is not referenced in current standards even 
though the principles of vehicle intrusion and vehicle penetration are important parameters in 
risk assessment methodology. The cable fence system differs in configuration from 
conventional "hard target" designs outlined in existing test standards. In spite of the system 
being ignored in current VSB test standards, the use of a cable fence system has gained 
traction due to increasing demand for alternative VSB systems in different threat scenarios, 
for sustainable and low carbon footprint construction, construction-maintenance-cost 
pressures in the built environment, security of industrial facilities and in rejuvenation projects 
where planners prefer the "green" agenda to improve security protection of public spaces. 

The authors outline a cable fence barrier, its design, construction and testing to sustain a 
vehicle impact in accordance with existing international test standards. The system being 
tested allows project specifiers to select an appropriate standard in their jurisdictions where 
the current standard may overlap with the most recent test standard for VSB performance. 
The preliminary design is based on an idealised energy conservation principle to determine 
vehicle penetration. Acceleration-time history obtained from past tests conducted by the 
authors on hard RC targets provided appropriate load duration data of the process. This 
enables estimation of cable force and subsequent vehicle penetration, albeit conservatively. 
Compliance with two test standards was made possible by using an appropriate vehicle of a 
certain age. Details of the design, construction and testing are outlined. Video footage of the 
vehicle impact test showed the efficiency of the designed system. 

1 INTRODUCTION 

Vehicle security barriers are essential to prevent the risk of a breach by vehicles driven at high 
speed, intentionally or accidentally, into crowded spaces or critical infrastructure. In view of 
recent cases of weaponised vehicles around the world, there has never been a more urgent 
time to implement effective, rapidly deployable and user-friendly vehicle security barriers as 
part of a hostile vehicle mitigation scheme. The purpose of the VSB is clearly to mitigate and 
to protect public/facilities from the hazards caused by a fast-moving vehicle. Reports on advice 
and guidance on hostile vehicle mitigation philosophies, potential hazards and the use of 
vehicle mitigation engineered VSBs are available in the public domain [1 – 4], including recent 
changes to hostile vehicle mitigation (HVM) methodology and adoption of modern test 
standards. 
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Traditional barriers are normally hard targets constructed either as a series of bollards, 
individual engineered mass street furniture or simply a length of reinforced concrete wall. A 
check on the Catalogue of Security Equipment website of the UK NPSA (public access) 
indicates a handful of cable/rope fence system as a VSB compared to hard targets. Perhaps, 
the risk profile excludes the cable fencing system, and even fewer are categorised as an 
effective VSB complying with the latest test standards. It is unsurprising that hard targets 
dominate the range of VSBs because the effectiveness of such barriers is the stiffness of the 
system to prevent vehicle penetration. A further risk of breach by the perpetrator following a 
preventable vehicle access is outside the scope of this paper and will not be addressed here.  
 
This paper presents a preliminary design to include approximate sizing of structural members, 
possible tilting of foundations/cable posts due to poor ground conditions, number of cables to 
restrain vehicle penetration, vertical spacing of cables to avoid vehicle vaulting the barrier, and 
compliance with existing international test standards. The designed barrier was constructed 
and tested in accordance with international test standards by using a designated vehicle to 
impact perpendicular to the cables and at the most vulnerable location of the barrier. 

2  REVIEW OF CURRENT VSB TEST STANDARDS AND PAST TESTS 

The current accepted crash barrier standard tests in UK, European and other jurisdictions are 
the International Workshop Agreement, IWA 14-1 [5], the International Organisation for 
Standardization, ISO 22343-1 [6], and the American Society for Testing and Materials, ASTM 
F2656M-20 [7]. However, the cable fence system is neither illustrated nor mentioned as a 
vehicle security barrier. A number of examples of “wire rope fence or vehicle restraint system” 
may be seen in The Catalogue of Security Equipment (NPSA) for security practitioners, but 
none of the designated systems complied with current test standards [5, 6]. A related but 
comprehensive document [8] on highway safety structures contains a wealth of information 
and recommendations on the safety performance assessment of “highway features”. The 
document outlines a range of impact conditions and penetration performance levels to 
establish performance of highway structures in the same way as other test standards [5–7]. 
MASH [8] further recognises that duplication of site and safety layout conditions as impossible. 
Nevertheless, test compliance requirement with [5, 6] was an issue for the authors. 
 
Project specifiers are advised to exercise caution when using test standards alone as a 
precondition to safeguard facilities and the public in open spaces. For example, each standard 
has its own approach in defining vehicle type and procedure for determining penetration. 
Nevertheless, all international standards have a long tri-partite history of engagement between 
the standards organisation, professional security engineers and approved testing houses to 
establish vehicle crash tests to consistently assess the performance of VSBs. Where 
standards differ, users should specify the test standard that aligns with the risk assessment to 
minimise harm/hazards. The differences depend on the risk appetite of security authorities 
and building owners in the environment that the risk assessment is designed to protect taking 
account of the significance of the open space, importance of the building or the designated 
critical national infrastructure.  
 
The principles of protection and a comparison of test standards were previously outlined by 
the authors [9]. While the use of a cable fence as a protective anti-crash highway structure is 
not new, the cable system is rarely discussed as a VSB despite its extensive use in important 
industrial and high-value manufacturing facilities. Used in combination with an anti-climb 
fencing system, the cable fence barrier can be an effective deterrent against hostile vehicles. 
The authors have previously conducted several tests on “hard targets” VSBs, and the cable 
fence system is one of several configurations presently being examined. One of the hard 
targets investigated by the authors is shown in Figure 1. Clearly, the use of a flexible cable 
fence represents a departure from the “usual” barrier designs, especially for engineers who 
are familiar with [5–7]. 
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               1(a) Before vehicle crash                                    1(b) After vehicle crash 

Figure 1. Previous test on a reinforced concrete surface mounted low-wall VSB 

 
For cable fence assessment, Reference [10] provides a useful guide to estimate the cable 
strain, vehicle displacement and cable tension to prevent users from over-manoeuvring their 
vehicle during parking in multi-storey car parks or open spaces. The guidance is applicable to 
light vehicles, with the mass well below that of larger commercial vehicles. Further, vehicle 
impact on the cable fence is quasi-static due to the low impact speed and the vehicle 
displacement being based on static consideration. 
 
In this paper, the authors approached the design with little or no information on cable fencing 
systems as VSBs. Thus, this approach is preliminary to estimate the penetration of a proposed 
cable fence barrier shown in Figure 2, and to derive the number of cables needed to sustain 
the dynamic impact load. Using energy conservation principles, similar to impacting billiard 
balls, the dynamic penetration is derived. As the cables are stretched, the vehicle will pull the 
foundations/columns B and C inwards. Thus, soil conditions need to be considered. Using 
data from previous tests, a preliminary outline of the cable fence was determined. The vertical 
cable arrangement was designed to match the vehicle characteristics and the calculated 
dynamic penetration is compared with static displacement [10]. 

3 PRELIMINARY APPROACH TO THE PROPOSED DESIGN   

For hard target design, the authors adopted the principle of linear momentum to determine the 
force on impact so that the rate of change of momentum, Rm, may be expressed (assuming 
no energy losses, energy dissipation during impact, etc.) as: 
 

Rm = (Mf – Mi)/ (tf – ti)      (1) 
 
where Mf and Mi are the final and initial linear momentum of the vehicle, and where the 
subscripts of the impact time duration (tf – ti) represent the final and initial time of the vehicle 
respectively. If the final time is taken as zero, Equation 1 may be re-written as: 
 

Rm = (mf.vf – mi.vi)/t       (2) 
 
where m is the vehicle mass and v is the velocity on impact, t is the duration of impact loading 
characterised by a sudden rise of the load on impact and attenuating to 0 at time tf. If the 
vehicle remains completely intact (with no loss of vehicle parts) at impact, mf = mi. Since vf = 
0, Equation 2 is reduced to: 
 

Rm = (m.vi)/t        (3) 
 
Thus, the rate of change of momentum (Rm) represents the dynamic applied force (F) on the 
hard wall at the end of the impact process. In a test using the DAF vehicle shown in Figure 1, 
the duration of loading from the recorded time history is of the order of 150-250 milliseconds. 
The duration is specific and needs to be assessed for different vehicles since different vehicles 
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behave differently on impact onto hard targets. Clearly, the duration depends on the rigidity of 
the target and the vehicle. A flexible cable system may have durations longer while a more 
rigid cable system may have a shorter duration during the restraining process. Estimates of 
the duration for a cable fence system vary from 200-400 milliseconds. Nevertheless, a longer 
duration implies a lower impact force. However, this does not imply a lower penetration. 
 
 

 
 
 

 
 

Figure 2. Test layout of proposed cable fence barrier design  

 
Figures 3(a) and 3(b) show the central section of the cable fence system with the vehicle just 
before and after impact respectively. The cables are not pre-tensioned so that the kinetic 
energy of the vehicle just before the cable is impacted is given by:  
 

KE = ½ m.vi
2        (4) 

 
The two sacrificially posts, E and F, are merely cosmetic and are provided to support the 
cables and to prevent excessive sagging of the cables over the 9-metre length (see Figure 2). 
They are also designed to restrain the critical parts of the vehicle on impact. Since E and F 
play no part in resisting the vehicle force as the cables are stretched during impact, the 
distance traversed by the vehicle beyond the cable is obtained by equating the kinetic energy 
to potential energy of the vehicle. Thus, the preliminary idealised vehicle penetration is: 
 

δ = (½ vi).t         (5) 
 
where the penetration of the vehicle, δ, is in metres, vi is the impact speed in m/sec and t is 
the duration of impact used to calculate the rate of change of momentum, in seconds.  
 
Equation 5 is independent of vehicle mass because the same vehicle is used in developing 
their respective energy. From this simplified assessment, vehicle penetration may initially be 
predicted beyond the barrier. Experience shows that on impact, the vehicle loses some of its 

2(a) Plan view of cable fence barrier separated by foundations/columns A, B, C, D 
 

A B 

E 

D 

B 

C 

C F 

Vehicle impact 

2(b) Elevation view of cable fence barrier with sacrificial posts between A-B, B-C, C-D 

A B C D 

2(c) Enlarged plan view of centre portion B-C, separated by sacrificial posts, E and F 
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body components, which can be clearly seen in Figure 1. Some of the impact force may be 
absorbed by flexure of the concrete wall. Lateral translation of the whole wall will absorb some 
energy since the base sits on a layer of lean concrete below the surface, and where the top 
face is levelled with the ground surface. 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. Preliminary analysis of cable response  

 
Effects such as the development of inertia forces and strain-rate effect of cables are not 
considered. Further, the load imparted during the event depends on the kinetic energy of the 
collision of the vehicle and the cable. This interaction is dependent on their stiffness, mass, 
material properties and non-linear behaviour. So, the energy assessment is applicable to an 
ideal case. Nevertheless, it provides a conservative design basis to initiate assessment of the 
cable fence barrier without the aid of computational software and dedicated manpower. 
 
If the main columns, B and C, shown in Figure 3(b), are pulled inwards by the cables on 
impact, additional penetration of the vehicle is imminent. To consider this additional 
displacement, it is assumed that the below-ground column rotates by an angle, θ, at peak 
penetration. Figure 4 depicts the possible rotation of the foundation or the above-ground 
flexure of columns B and C. 
 
The rotation of the main columns (A, B, C, D in Figure 2) is governed by the ground condition 
on which these posts are set. The soil condition determines whether increased rotation should 
be considered. To comply with [6], a ground investigation was conducted separately by a 
geological team engaged by the testing house. Borehole records were obtained adjacent to 
the test site and the soil characteristic profile was determined. 
 
The soil characteristics in the vicinity is not uncommon in the test area. The borehole records 
display mainly firm but friable gravelly-sandy-clay up to and over 2.5 metres in depth, and 
surrounded by stiff mudstone. This information was adequate to convince the authors that the 
two columns, B and C, are unlikely to tilt on impact. However, in sandy soil or filled sites, the 
possibility of column rotation should be considered. The design of the reinforced concrete 
base prevents them from being pulled out of the ground completely. The far posts, A and D, 
are assumed to remain completely unmoved. To minimise strain and sag of the cables, a 
spring-loaded cable-end connector was fitted. An examination of the water table poses no 
issues to the proposed design. The water table level was confirmed during the auguring 
process in the construction of the foundation. 
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E 
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Figure 4. Tilting of foundation/columns B and C by angle, θ (and/or flexure of the column) 

4 PENETRATION PREDICTION AND OTHER DESIGN CONSIDERATIONS 

An N2A class vehicle was specified for the test as this is the same vehicle used in previous 
hard target tests. Such vehicles are commonly used in industrial settings and are also 
employed extensively in commercial business environments. The dimension from the front 
bumper to the vehicle datum measuring point is crucial to judge vehicle penetration. However, 
the vehicle comes in several different masses, ranging from 6,800 kg to 7,500 kg. The gross 
mass of the vehicle was chosen as 7,200 kg in the analysis and the vehicle was specified as 
less than 10 years old. In this way, the selected test vehicle achieves compliance with 
Reference [6], which is the test standard in the UK and other jurisdictions, while [5] continues 
to be used as an overlap until it is superseded in future. With continuous updates on risk 
assessment, [5] or [7] may no longer be applicable to satisfy new risk analysis methodology 
that [6] was designed to unify. Indeed, [5] and [7] are being updated continuously. 
 
Using the aforementioned data, the authors were able to consider a preliminary design using 
the vehicle mass and an impact speed of 48 kph. Equation 5 gives the calculated vehicle 
displacement as 1.33 metres. An average impact duration of 200 milliseconds (derived from 
records of previous hard target tests) was used to obtain the dynamic force of the vehicle. As 
discussed earlier, the duration is the key to the estimation but data for the cable fence system 
was unavailable at the time of design. Note that the impact duration is only applicable for this 
vehicle. As a comparison, the static displacement calculated from [10] is 0.59 metres. 
 
The number of cables was determined from a static force equilibrium of the configuration 
shown in Figure 3(b). Three cables were adopted (from a selected static capacity of 40 tonnes 
per cable) to sustain the dynamic load. The calculation assumes that the main columns, B and 
C, remain unmoved. 
 
If the exposed main column with a length of 1.15 metres were to rotate/bend with a rigid-body 
rotation (θ) of 15°, then the additional penetration is 0.31 metres. Thus, the total calculated 
vehicle penetration is 1.64 metres. This value may cause consternation amongst risk analysts 
or hostile vehicle mitigation engineers but [5, 6] will rate the proposed cable system as “zero 
penetration” because the dimension between the front bumper to the vehicle penetration 
datum point exceeds the calculated total penetration. Based on these initial estimates, the 
proposed cable fencing system was prepared for construction and testing. 

θ° 
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5  CONSTRUCTION AND TESTING 

All the parts of the cable fence barrier system were fabricated in Singapore using locally-
sourced and available materials to demonstrate constructability. The fabrication process of, 
for example, the foundation reinforcement cage and cable-end connectors, were completed 
by a local workforce. The assembled fabricated parts, together with a full set of technical 
drawings and construction sequence instructions, were quantified and shipped to the UK 
testing house to be constructed and assembled by a UK workforce. The construction 
instructions list the process of setting up, with key dimensions highlighting the proposed cable 
fence system. 
 
Once the position was identified, the ground was augured with 600mm and 300mm diameter 
borers for the main columns and sacrificial posts respectively. Ready-made reinforcement 
cages and above-ground steel posts were lowered into the excavation, adjusted and aligned 
before concrete was poured. The concrete was cast in January 2025. Details of the foundation 
construction sequence which took 2 days, are shown in Figure 5. The specified characteristic 
concrete strength was 35.0 N/mm2. The average compressive cube strength at 7 and 14 days 
was 32.6 N/mm2 and 40.9 N/mm2 respectively. The average compressive cube strength at 28 
days, which coincided with the vehicle impact test, was 46.7 N/mm2. The cables were installed 
14 days after the concrete pour. If rapid hardening concrete had been used for the foundations, 
the entire set-up of the cable fence barrier system could have been completed and functional 
within 4 days. Details of the installed cable are shown in Figure 6. 
 
If a security fence were installed on a project site, the security practitioner may demand that 
the same fencing is also installed exactly as constructed in the test arrangement. In this case, 
the fencing, or parts thereof, will form part of the test report. Post-test debris include fencing 
parts (mullions, nuts/bolts, etc), cables and posts or any part(s) of the vehicle weighing 2 kg 
or more shall be noted and located within the 25m perimeter of the test barrier [6]. This 
requirement is a risk-intended safety net should the VSB be constructed adjacent to facilities 
in a compact built environment or where vehicle penetration and debris may pose hazards to 
delicate equipment, infrastructure or to the public. 
 
On the day of the test, the designated vehicle was positioned at the impact location of the 
cable fence as shown in Figure 7(a). This procedure allows final checks on vehicle alignment 
and the positioning of gantries with attached hi-speed photography equipment. Various 
sensors were attached to the main columns and the cable-end springs. Thereafter, the vehicle 
was retracted to a position for final checks of on-board instrumentation. Structural monitoring 
equipment were armed as the vehicle was launched. The final post-impact position of the 
vehicle is shown in Figure 7(b). 

6 POST-TEST OBSERVATION AND FUTURE DEVELOPMENT 

The cable fence system restrained the vehicle from further penetration, drawing similarity 
between Figures 1(b) and 7(b). From the video recording, the maximum dynamic penetration 
was measured as 0.90 metres [5, 6]. The static (at rest) penetration was -0.10 metres, and 
the tested cable fence system is rated zero penetration (static) in accordance with [5] and [6]. 
All the foundations/columns A, B, C and D remained vertical. The estimated penetration from 
the idealised energy conservation principle overestimated the penetration by a factor of 1.48, 
which accounts for all unquantified resistance to the impact force. The static displacement [10] 
underestimated the dynamic penetration. The results showed that the proposed design is safe 
based on the assumptions made, and the system may be viewed as an effective VSB. 
 
The final outcome of the test was as predicted. Vertical measurements and slow-motion 
observation of all the main steel columns showed slight elastic displacement. The sacrificial 
posts were not sheared off but flattened while all the cables slid horizontally by about 20mm, 
confirming that the correct torque had been applied to the C-clip cable bolts. Both the outer 
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columns deflected elastically and all the cable end-springs were activated. The end-assuage 
connectors that bind the cable ends within showed no cable pull-out. Examination of the slow-
motion footage of the test showed the performance at various points of the cable fence barrier 
system as a safe and effective VSB when used as constructed and tested. If rapid-hardening 
concrete, coupled with an additional one or two cables (below the existing three cables), had 
been used, the system may be regarded as a “rapid-deployable vehicle cable catcher system”. 
 
Various electronic and end cable spring compression data was recorded but this data will not 
be discussed here. Instead, the authors shall continue with the test programme and 
incorporate all gathered information as part of a process to develop a non-linear numerical 
computational model of the cable fence system. 
 

      

      5(a) Augur into ground (note water table)        5(b) insert and set reinforcement/post  

      

               5(c) Cable columns/posts alignment                            5(d) Concreting operation 

Figure 5. Construction sequence 
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               6(a) Un-tensioned cables                           6(b) Eliminated slack/sag of cables 

Figure 6. Installation of cables  

 

    

  7(a) Positioning/alignment of test vehicle          7(b) Final position of vehicle (post-impact) 

Figure 7. Vehicle impact test sequence 

7  CONCLUSIONS 

(a)  Cable fence barrier system differs in configuration and behaviour from conventional hard 
targets designed as vehicle security barriers. 

(b)  Existing International test standards used in Europe/UK/USA do not reference the cable 
fence system as a vehicle security barrier. 

(c)  The tested cable fence barrier system could supplement existing HVM mitigation risk 
methodology. However, the cable fence barrier needs to be included in vehicle test 
standards to be accepted as a VSB. 

(d)  Cable fence systems have been used extensively as part of perimeter security eco-
system in industrial environments and in major highways. They may gain further traction 
as a temporary or permanent security barrier in view of increasing demand for protection 
of open spaces, in sustainable and low carbon footprint construction, and rapid 
construction-maintenance-cost pressures. 

(e)  Preliminary analysis using idealised energy conservation principle suggests a good and 
safe starting point to formulate a cable fence barrier system design. However, a more 
detailed analysis, including the use of non-linear computational tools, is essential to 
improve understanding. The impact duration is key to establishing robustness and 
integrity of the system, and providing better estimates of the penetration. 

(f)  A vehicle impact test was conducted on a designed cable fence system and the outcome 
confirmed the effectiveness of the cable fence as a safe vehicle security barrier.  
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(g)  By using an appropriate ballasted age-limit vehicle, the test process complied with two 
international test standards in current use. 

(h)  The test provided valuable data to enable re-assessment of the design approach, allows 
closer examination of strong/weak joints and support the design to improve robustness, 
resilience, safety, and with the possibility of including additional cables to use as a rapid 
deployable vehicle cable catcher security barrier to fully comply with test standards. 
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DISCLAIMER  

Views and opinions of the Authors are based on available publications in the public domain, 
and the combined experience of the Authors in protective security and full-scale testing. The 
contents of this paper should not be regarded as expert advice since the failure of a single 
test could occur even if the VSB had been adequately designed with a high factor of safety. 
Thus, we accept no responsibility of anyone using our approach to design the cable fence as 
a vehicle security barrier. 
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